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Abstract: Mobile Edge Computing (MEC) is crucial to
the aim of integrating the Internet of Things with 5G and
forthcoming core technologies. MEC not only acts as an
extension of cloud computing for the sake of data
distribution but also provides local computing, ensures
privacy, enhances system security, and improves system
reliability. Particularly, the problem of system offloading
is vital for data processing, computation, and security
paradigms. Due to its multi-objective and multi-
constraint characteristics, this problem falls inside the
NP-Hard domain. Specifically, offloading tasks must
concurrently achieve two objectives: energy saving and
latency restriction. Hence, the heuristics approach has
been a beneficial approach for both research and
deployment objectives. The study will present a particle
swarm optimization (PSO) algorithm-based offloading
scheme to address the identified problems. The numerical
simulations presented in this paper will indicate that our
proposal is more efficient than that of the previous
proposal.

Keywords: Mobile Edge Computing, Offloading
problems, Heuristics Algorithms, Particle Swarm
Optimization.

I. INTRODUCTION

5G and beyond networks are being designed to
support the future digital society with main service
categories as enhanced mobile broadband (eMBB),
massive machine-type communications (mMTC), and
ultra-reliable low latency communications (URLLC) to
meet the diverse commercial and industrial demands [1]
[2]. In these scenarios, the Internet of Things (10T) plays a
vital role in enabling emerging applications by connecting
the physical environment to the cyberspace of
communication systems [3]. ToT is taking center stage as
connected devices are expected to form a significant
portion of this 5G network paradigm. Besides loT-enabled
applications that will bring convenience to human life, it
is a highly daunting task for 5G to support these
applications, such as data rate, latency, coverage,
localization, and so on. The emergence of cloud
computing and its extension to the edge paradigm with the
proliferation of devices is expected to lead to further
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innovation in loT [4]. Hence, MEC Technology is a major
driving force behind 10T integration into 5G networks to
overcome the above challenges [5].

In a typical MEC architecture, MEC servers are
located close to mobile users to make intelligent decisions
aware of local execution or cloud-based processes. Users'
tasks consist of computing demands, processing data, and
security data that should be processed on the device or
associated MEC servers [6]. Such situations are
considered in the context of the offloading problem. In
addition to the advantages MEC offers, optimizing the
offloading approach has significant challenges due to the
diversity of requirements, nonlinear environmental
constraints, and the need for a multi-objective objective in
practical applications. Hence, this sector has recently
attracted a lot of research [7] [8].

The offloading problem has been recognized as an NP-
Hard problem because it is a multi-objective and multi-
constraint optimization problem containing nonlinear
conditions from the operating environment. To deal with
this, main optimization methods have to adapt real-time
services in mobile edge computing, such as Lyapunov
optimization, convex optimization, heuristic techniques,
game theory, machine learning, and others [9] [10].
Among these approaches, in some experimental
conditions, the intense fluctuation of input parameters and
the requirement of simultaneous optimization of delay
time and energy have led to many metaheuristics-based
solutions that have increased in recent years [11]. In this
paper, we propose a novel scheme for the MEC
Offloading problem based on the particle swarm
optimization algorithm to archive both energy and latency
objects of tasks. Our contributions are two folds:

« Formulate the offloading problem in the multi-users,
multi-servers scenario in conjunction with the latency
and energy optimization problem on 5G's common
communications systems.

e« Compare and evaluate the proposed offloading
method to a previous genetic algorithm-based
offloading method.

This paper is organized as follows: Section Il presents
related work; section Il briefs the background
assumptions of the proposed scheme; Our proposed
scheme and validation results are illustrated in IV; Last
but not least, our conclusions and future works are
presented in the last section.

Il. RELATED WORK
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Because of the problems of stochastic and constantly
varying environments of 10T, the offloading decision-
making optimization is sophisticated because of diverse
influence factors and constraints. The offloading
optimization problem based on metaheuristic algorithms
has been proposed to overcome the complexity and real-
time required in practical 10T systems. Specifically, the
main objective of task offloading is to minimize the task
execution time of applications running at user devices
(UDs) and lower UEs' energy consumption. This sort of
problem is the multi-constrained multi-purposes
optimization. Study on mobile edge computing for ultra-
dense cellular networks, the authors in [10] [12] proposed
the distributed offloading strategy based on a binary-
coded genetic algorithm designed to get an adaptive
offloading decision. In a multi-user-to-multi-servers
(MUMS) edge computing scenario, the proposed scheme
can significantly reduce mobile devices' average latency
and energy consumption in ultra-dense cellular networks.
Besides focusing only on the ultra-dense configuration,
the performance comparisons on other metaheuristics
algorithms were not considered in this study.

Focusing on the emerging 5G applications, the authors in
[13] proposed an offloading strategy based on particle
swarm optimization (PSO) to achieve a relative balance
between energy consumption and time delay. The
simulation results show the network performance of the
all-local executed offload algorithm and the random
executed offload algorithm. The author in [14] proposed
an intelligent particle swarm optimization (PSO) based
offloading strategy with a cache mechanism to optimize
mobile users' energy and delay. The PSO algorithm finds
an appropriate offloading ratio to implement partial
offloading. However, the trade-off ratio of the energy and
delay factors is not figured out, and the algorithm
performance has not been shown in these studies.

[II. BACKGROUND AND ASSUMPTIONS

A. Background of the common metaheuristic algorithms

The genetic algorithm (GA) is modeled after the
biological concept of a natural evolution of genomes [15].
The flowchart of the genetic algorithm is given in figure
1. The GA encodes the parameters of the objective

START

Generate mitial population

)

Evaliate mdividualfitness
Rank individual fitness

Timeto stop

Generate new population
Selection
Crossover
Mutation

I

Figure 1. Flowchart for genetic algorithm
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function into a chromosome, which corresponds to a
single candidate solution. Multiple chromosomes make up
the genome or population. The algorithm simulates a
"survival of the fittest" type scenario, where each
generation of the algorithm attempts to improve upon the
preceding generation. For each generation of the GA,
three steps are performed: selection, crossover, and
mutation. The GA encodes its chromosomes with binary
strings of 0 or 1, performing well for many discrete
problems, as in the full offloading problems.

Generate initial population

Evaluate individualfitness
—> Update personalbest
Update globalbest

Time to stop

Generatenew population
Update velocity
Update position

L
Figure 2. Flowchart for PSO

Particle Swarm Optimization (PSO) models its
behavior after animals' swarming or flocking patterns
[16]. It is very appealing because the simple conceptual
framework and the analogy of birds flocking facilitated
conceptual visualization of the search process. The basic
PSO algorithm is shown in Figure 2. Instead of
chromosomes, PSO has particles that make up its
population, called a swarm. Unlike the GA, there is no
"survival of the fittest" selection process for determining
the particles that survive to the next generation, but rather
just mutation. Each particle is moved from one location to
another. This mutation is performed directedly, in which
each particle is moved from its previous location to a new,
better location.

The PSO algorithm has several advantages that make
it an attractive optimization algorithm [17]:

« PSOiseasy to set up and code.

« PSO is controlled by only three parameters
(inertia weight, cognitive ratio, and social ratio).
A slight change in any of these three controlling
parameters produces a difference in performance.

» PSO is adaptable and can be combined with other
optimization algorithms.

B. System model

As shown in Figure 3, the set of user devices is
marked as U ={u,,...,u;,...,u,} which are distributed in
the area with random distribution. MEC servers are
denoted as S ={s,,...,S;,-..,S.}. The zones (Zone 1, Zone

2,.., Zone Z) are defined according to base station
embedded MEC server coverage or clustering strategies.
Current technologies assume that the 5G radio link
parameters with the most common conditions.
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We consider that each UD generates its tasks with the
arrival rate 4, according to the Poisson process, and one

task needs to be offloaded at one time in a time slot.
Denote a set of computation tasks on UD, as

r={z,7,...7y} mMeM . A required task is triple
parameters z,(m)O<l,e™ t™ >.

W aa «%i”) """"
«%&» | N @

Figure 3. A general MEC model

In which [, is the length of task (bits), the maximum

requires energy €™ and deadline time t™ . A task will
be offloaded in the formulations as

— z_ilocal + z__mec (1)

Ii — Iilocal +|imec (2)

g

IV. OFFLOADING PROBLEM FORMULATION

A.  Communication model

Assuming that the 5G coverage areas as cluster zones
and UD accesses the MEC server according to the
Orthogonal ~ Frequency Division Multiple  Access
(OFDMA) mechanism, the transmission rate of the user
device u; transfer task to the server s; is calculated as

follows

pu hu ! bj (3)
N
@y + Zk=1,k==i pU'hu ! bk

Where WbJ is the bandwidth of the server s; located to

= \% log,| 1+

user devices, p,is the transmission power of the user u, ,
h, is channel gain, and @, denotes background noise.
Equation (3) is based on the basic Shanon formula.

B. Local processing model

If a task z,(m) is processed at the user device u, , the
energy consumption and delay are calculated through the
CPU cycle as below.

e_Iocal Iilocal .Cu k fuz (4)

u o

I_Iocal C
i u 5
— ©®)

u

local
e =
Where € is the energy consumption u; for the

I bits, f?is the CPU frequency, k is the capacitance
constant, and C, is the CPU cycle required to process the
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task at the microprocessor in a user’s device. The symbols
and definitions are illustrated in Table 1.

Table 1. Symbols and Definitions

Symbol | Description

a The balancing factor of energy and delay

A The arrival rate of a user device

C..C, The CPU cycle at a user device and a MEC server
f,, f, The CPU frequency at a user device and a MEC

server

l; The length of the task ,

[t The bit length processed by a user device

|mee The bit length processed by the servers

e Energy consumption of 7; at U,

G Energy transmits the consumption of the task z,
e’y Energy consumption executed task z; at the server

5;

Py The power transmission of the user device U

t! The latency time to process the task ;

Tha The transmission time

toe The executed time at a MEC server

tloee The executed time at a local user device

pot The offloading proportion of the task ;

r A set of user device tasks

S A set of mobile edge computing servers

U A set of user devices

C. Offload processing model

In case of partial offloading problems, to ensure
generality, we denote p’" the offloading proportion of
the task ;. Otherwise, each MEC server has a probability
of being the server that UD offloads the task to, as p/™® .

The probability that a user device selects MEC servers is
depended on the communication model and clustering
strategy.

Considering the capability of the MEC server enough
to provide computation service to multiple user devices,
we can get the executed time for offloaded tasks as

e =1 C,k.£2 = (p" x1).C k. f2 ®)
mec off
tie,:e — Ii sz — (p| >f<||)Cs (7)

Where f?is the CPU frequency at the MEC server,
and C, is a CPU cycle required to process the task at the
server.

The transmission time of a task z; is calculated as

follows,

i

iy Y
The energy consumption of transmitting the data u, to

the MEC server s; is shown below.

®)

trans __
"

e = I i ©
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Based on eq (4) and eq (9), the energy consumption of
the user device, including locally computational energy
and transmission energy, is performed in the form of:

o) = et e (10)

The total energy to process a task z; for one session is

e =e% +e" +efy (11)

The task of the user's device is executed in parallel
local and remote at the MEC server, and the execution
latency of 7; is

t! = max{t/"™ +t7} Ry (12)

The ultimate optimization goal is to determine latency
and user energy consumption with minimal offloading
decisions. This problem can be summarized as the
following optimization objective function.

minC(p,p,) =min Y E +(-)T,  (19)

Or

minC(p™, p,) = min ia(e{“"xm;ei“ j+(1—a)[t‘mzxm;tiu J (14)

ei i

subject to

Cl. Ii =|ilocal +|imec

c2. 0<p” <1

c3. 0<p, < pi™

ch. t <t™

c5. g' <™

c6. 0<a<l1

We use metaheuristics algorithms such as GA and

PSO to search for the optimal offloading ratio and
transmission power to reach the minimum cost. The main

results of the performance of these algorithms are
presented in the next session.

V. EXPERIMENTAL RESULTS

We simulate and evaluate the performance of the GA
and PSO algorithms in this section. Figure 4 depicts our
simulation scenario, which is similar to the scenarios used
by previous authors [10] [12]. In detail, typical input
parameters such as simulation area, coverage, and location
of MEC host BTSs are assumed by previous authors to
ensure objectivity in algorithm performance comparison.

User device

250 |

0 250 500

Figure 4. Simulation scenario
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Table 2. Simulation parameters

Parameters Value
The maximum iteration 50

Population size 2550
Number of users 2550

Maximum servers in range for a UD 3

Data volume of task (TaskSize) [40KDb;
600Kb;
1000Kb]

BS signal coverage 250 m

Edge server CPU frequency 10GHz

BS bandwidth 10MHz

User device transmission power 20 dBm

Background noise 100 dBm

The basic parameters of the simulation are

summarized in Table 2.
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Figure 5. Cost vice versus iteration numbers

The algorithm's convergence is one of the most critical
aspects of metaheuristics algorithms. Figure 5 depicts the
convergence of the GA and PSO algorithms over several
interactive loops. As can be seen, the PSO algorithm's
convergence reached the saturated cost metric around 25
iterations. It brings a stable state more than that of the GA
algorithm method.
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Figure 6. Total time consumption vice versus weight
parameter ()

Figure 6 demonstrates the total time consumption
versus the weight parameter at the maximum iteration of
50. The weight parameter represents balancing the energy
target and the delay. The results in Figure 6 show that the
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Cost

alpha parameter influences the time constraint through the
amount of time consumed. The PSO algorithm
outperforms the GA algorithm due to its proclivity to
prioritize the tight deadlines of the input tasks. PSO
algorithm spends the least amount of time compared to the
GA algorithm. It can be seen that the total time
consumption of metaheuristic algorithms, GA and PSO,
does not depend much on the weight parameter.

Figure 7 shows the total energy consumption versus
the weight parameter at the maximum iteration of 50. PSO
has the best performance on the total energy consumption
and keeps unchanged at the small value with the weight
parameter. The GA algorithm’s total energy consumption
slightly fluctuates at a very high value. The gap in total
energy consumption between PSO and GA reaches 50 J.
In the fact that figure 7 shows the results from an energy
perspective of a function of two energy and delay
variables. In the general case, when the deadline is larger
than the requirement task delays, the efficiency function
becomes an optimal function of one energy variable. Hen,
a good algorithm will give stable results in terms of
adaptive energy with different weights. The results in the
figure show that the response of PSO is better than GA in
energy saving.
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Figure 7. Total energy consumption vs. weight («)

Thus, the impact of the weight parameter on the cost,
total time consumption, and total energy consumption of
three metaheuristic algorithms, including the GA and PSO
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Figure 8. Cost vs. TaskSize
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algorithm, is validated, showing that PSO exposes the
efficiency in the total time consumption and total energy
consumption but has a very high cost, while GA is
reversed.

The cost depends on the data volume of the task of
two metaheuristic algorithms with the maximum iteration
of 50, which is illustrated in Figure 8. The cost
performance of GA is the worst. All two algorithms show
that the optimal efficiency value varies with the input
packet size and tends to be similar. It shows that the size
of different tasks directly affects network performance.
This conclusion is beneficial for loT application
deployment models according to the data traffic provided
by the sensors.

VI. CONCLUSION

This paper proposes a partial load offloading model
with a multi-user multi-servers scenario for mobile edge
computing. We propose the PSO algorithm to apply to the
offloading problem not mentioned in the literature. The
numerical results of our proposed method have been
examined with the GA algorithm on the exact scenarios.
The performance parameters of the proposed method in
the analytical method have shown that algorithm
convergence and stability with weight change during
optimization reduce time complexity. We hope to
implement practical test systems as part of our ongoing
work in the future.
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MOT LUQC PO HIEU QUA CHO BAI TOAN GIAM
TAI DIEN TOAN BIEN DI BONG DU'A TREN
THUAT TOAN PSO

T6m tat: Mobile Edge Computing (MEC) déng vai tro
then chét trong muc tiéu tich hop Internet of things véi
céc cong nghé nén tang 5G va beyond. Khong chi dong
vai trd nhu mot phan kéo dai cua dién toan dém may cho
muc tiéu phan tan dir I|¢u MEC cung cap kha nang xir Iy
cuc bo, dam bao tinh riéng tu, nang cao tinh bao mat va
tang do tin cay cua toan hé thong. Trong do, bai todn giam
tai hé thong dong vai tro then chét trong cac mo hinh xur
ly dir liéu, tinh todn hay bao mat. Tuy nhién, bai todn nay
thuoc dang NP-Hard do dic tinh da myc tiéu va da rang
bugc cua ching. Cu thé, cac nhiém vu yéu cau giam tai
can dat dong thoi hai muc tiéu 1a ning luong va do tré
thuc thi. Vi vay, tiép can heuristics dd va dang 12 mot xu
huéng hiéu qua cho ca myc tiéu nghién cau 1an trién khai.
Nghién ctru ny s& trinh bay mot luge do giam tai dya trén
thuat toan PSO dé vuot qua cac thach thuc hién nay. Céac
két qua mod phong so6 trong bai b4o nay sé ching minh dé
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Xuét cua chiing i hiéu qua hon dé xuat sir dung thuat
toan di truyén cua cac tac gia khac.

Tar khoa: Di¢n todn bién di dong, bai toan giam tai,
céc thuét toan kinh nghiém, t6i uu bay dan.
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