Manh Son Nguyen, Duy Phuong Nguyen

A UNIFY METHOD BETWEEN
COLLABORATIVE FILTERING AND
CONTENT-BASED FILTERING BASED ON
GRAPH MODEL

Manh Son Nguyen, Duy Phuong Nguyen
Posts and Telecommunications Institute of Technology of Vietham

Abstract: Recommender systems are the capable
systems of providing appropriate information and
removing unappropriate information for Internet users. The
recommender systems are built based on two main
information filtering techniques: Collaborative filtering
and content-based filtering. Each method exploits
particular aspects related to content features or product
usage habit of users in the past to predict a brief list of the
most suitable products with each user. Content-based
filtering perform effectively on documents representing as
text but have problems selecting information features on
multimedia data. Collaborative filtering perform well on all
information formatsbut have problems with sparse data and
new users. In this paper, we propose a hew unify method
between collaborative filtering and content-based filtering
based on graph model. The model allows us to shift general
hybrid filtering recommender problem to collaborative
filtering recommender problem, then build new similar
measures based on graph to determine similarities between
two users or two items, these similar measures are used to
predict suitable products for users in the system. The
experimental results on real data sets about films show that
the proposed methods utilize advantages effectively and
are disadvantages significant limitations of basedline
methods.

Keywords: Collaborative Filtering Recommendation,
Content-based FilteringRecommendation, Hybrid Filtering
Recommendation System, Item-Based Recommendation,
User-Based Recommendation;

[. INTRODUCTION

Nowadays, users use online Internet services are always in
information overload. To approach useful information, the
users must handle and except almost unnecessary
information. Recommender systems resolve this problem
by giving prediction and providing a brief list of products
(website, news, movie, video...) that are appropriate for
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each user. In fact, the recommender systems are not only
toward offload information issues for each user but also
decided to success of e-commerce systems [4]. Baseline
recommender problem can be stated as below.

Supposedly, we have a finite set U= {ul, u2,..., uN} is the
set of N users, P = {p1, p2,.., pM} is the set of M items.
Each item px <P can be paper, news, merchandise, movie,
service or any informational types that the users need.
Relationship between the users set U and the items set P
are represented by evaluative matric R={ rix: i =1, 2, ..N;
x =1, 2,..M }. Each value rix represents evaluation of the
user uieUwith the item pxeP. Normally, rixhaving a value
inthe domain F={ 1, 2,.., g}. The value rixcan be collected
directly by inquiring user’s opinion or indirectly by user’s
feedback. The value rix = ¢ can understand that the user
uihas never given evaluation or known the item pxyet.
Actually, the evaluative matrixs of recommender systems
are often very sparse. Density of rating values rix=0 is less
than 1%, almost remain rating values are ¢ [4]. The matrix
R is the input matrix of collaborative filtering
recommender systems.In short pxeP as xeP; uieU as
ieU. The letters i, j always used to refer to the user set in
next section of the paper.

Each item xeP is presented by |C| content features, C =
{c1, c2,.., c|C[}. The content feature cseC can receive from
feature selection methods in the field of information
retrieval. For example xeP is the movie then content
features may represent the movie are C={genre, producer,
studio, actor, director...}. Conventionally, wx = {wx1,
wx2,.., wx|C| } is the weighted vector for content feature
values of the item xeP . Meanwhile, the weighted matrix
W = {wxs: x =1, 2, .., M; s =1, 2, .., |C|} is the input of
content-based recommender systems based on information
of items[2,3,17]. In short, cseC as seC. The letters is
always used to refer to content feature set of items in next
section of the paper.

Each user xeP is presented by |T| content features,T = {t1,
t2,.., {|T|}.The content feature tqeT is usually individual
information of each user (Demographic Information).For
example,content features of the user ieU can be
T={gender,age, occupation, degree,...}. Conventionally,vi
= {vil, vi2,.., vi[T|} is the weighted vector for content
feature values of the user ieU. Meanwhile, the weighted
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matrixV ={vig: i=1, 2, .., N;q =1, 2, .., |T| }is the input of
content-based recommender systems based on information
of users [3,13]. For convenience in representation, | write
short tgeT as qeT.The letter g is always used to refer to
content feature set of users in next section of the paper.

Next, we sign PicPis the item set xeP that is evaluated by
the user ieU and UxcUis the user set ieU that gave
evaluation about the item xeP. With each user that need
recommendation ieU (known asthe current user, the user
need to be recommended or the active user), tasking
recommendatory methods is suggesting K items x (P\Pi)
that appropriate with the user i.

There are many different proposed to resolve recommender
problem. However, we can divide approachesinto three
main trends: collaborative filtering recommendation,
content-based filtering recommendation, hybrid filtering
recommendation. Content-based filtering recommender
systems give recommender methods based on the weighted
matrix of item content features W={wxs}or the weighted
matrix of user content featuresV ={viq} [3,13,17]. In the
other hand, collaborative filtering recommender systems
give recommender methods based on the evaluative matrix
R={rix} [1,2,4]. Hybrid filtering recommender system
give recommender methods based on 3 matrixs R, W and
V[3,9].

The effectiveness of the hybrid filtering method was
confirmed in many researches [2,8]. The most common
approach is linear combination method between
collaborative filtering and content-based filtering. In this
approach, the authors conducted collaborative filtering
method and content-based filtering method separately, then
combined linearly predictive results of two methods or
selected the best candidate from one of two methods[17].
Second approach resolve hybrid filtering recommender
problem by combinating features of content-based filtering
into collaborative filtering. The second approach is
executed by building a data combinative procedure to
create input data, the input data included rating values of
collaborative filtering and content features. Pazzani [13]
proposed the method to present a item profile by a
weighted vector of user content features. Using this
presentation, the predictive method is gived by Pazzani that
is executed by pure collaborative filtering technique. Third
approach consider hybrid filtering recommender problem
by adding features of collaborative fileting into content-
based filtering. Under this method, item content features
become central and rating values of users in collaborative
filtering as assumed feature wvalues in predictive
process[17,18].

The last approach is interested by research community is
unified method between collaborative filtering and
content-based filtering based on machine learning
techniques. Basu[19] proposed way to build a set of
features representing for collaborative filtering and
content-based filtering. The predictive method is
performed by building a set of deductive rules on specific
features. Popescul[20] proposed a model to analyse hidden
semantic meaning to unify between collaborative filtering
and content-based filtering. Balisico and Hofman[21] used
multiple funtion to combine similar values from one user
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to other user, one item to other item, then apply support
vector machine to generate predictions. Crammer and
Singer[22] consider hybrid filtering recommender problem
as raking items by addting item content features.

Relating to graphical models, many different proposals
have been given to solve recommender problem.
Aggarwall[23] was represented relationships between
pairsof users by a directed graph, where each edge is set to
reflect degree of similarity between two users. The
predictive method is performed by calculating weight of
shortest paths between two users. Lien[7] proposed a
method to calcule similar measuresbetween pairs of users
or pairs of items by a weighted bipart graph model.
Similarity degrees of users is done by estimating total
weights of all paths from one user vertices to other user
vertices, similarity degrees of items is done by estimating
total weights of all paths from one item vertices to other
item vertices. Phuong[6] proposed a method to combine
between collaborative filtering and content-based filtering
by building relationships between users and item content
features. The predictive method was performed by linear
combining all weights of paths from a user vertices to a
item vertices. The item have total weights of path are max
that become destination of predictive process.

In this paper, we proposed a unify model between
collaborative filtering and content-based filtering based on
graph representation. The model is built by taking centered
collaborative filtering, build user profiles based on
evaluative matrix to establish a direct relationship between
the user set and the set of item content features. Then, we
proceed to build item profiles also based on evaluative
matrix to establish a direct relationship between the item
set and the set of user content features. Based on the
relationship between the user set with the set of item
content features and the relationship between the item set
with the set of user content features, we determine latent
relationship between the item content features with the user
content features.In this way, we reduced the general hybrid
recommender model to the standard collaborative filtering
recommender model.

In principle, after obtained the standard collaborative
filtering recommender model, we can deploy any
collaborative filtering methods have been proposed before.
However, to exploit the strength of graph, we give
similarity measures based on graph by evaluating
similarity degrees of users based on summary weights of
paths from one user vertices to other user vertices,
similarity degrees of items based on summary weights of
paths from one item vertices to other item vertices. By this
way, we can maximize efficiency of search algorithms that
has been implemented on the graph. To focus on the
proposed methods, in the section 2, we present method to
shift hybrid filtering recommender problem to
collaborative filtering recommender problem. In the
section 3, we present hybrid recommender method based
on graph. In the section 4, we present experimental method
and compare with baseline methods. The last section is
some conclusions.

Il. SHIFTING HYBRID FILTERING RECOMMENDER
TO PROBLEM COLLABORATIVE FILTERING
PROBLEM
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As mention above, hybrid filtering recommender problem
executes generating prediction using the rating set of users
with each item, the item content features and the user
content features. In this section, we propose a method to
shift hybrid filtering recommender problem to pure
collaborative filtering problem by building user profiles
and item profiles based on the native rating set of users with
items. Based on the user profiles and item profiles had been
developed, we determined latent relationship between the
set of user content features and the set of item content
features to obtain similar model with the model of
collaborative filtering recommender problem. To
demonstrate the correctness of the proposed method we
used graph model to resolve hybrid filtering recommender
problem.

2.1. Graphical representative method for hybrid
filtering

No limiting generality of the problem stated in section 1,
we assume evaluative value of the user ieU with the item
xeP be determined by the formula (1). Each item xeP is
presented by |C | content features, C = {c1, c2,..,c|C|} is
determined by the formula (2). Each user ieU is presented
by [T| content features = {t1, t2,.., t|T|} is determined by the
formula (3).

Tix
{v If the user i evaluate the item x with v level(v € F)
¢ If the user i hasn'tknown the item x yet

@)
Cxs =
1 If the item x has the content feature s
{ 0 If the item x hasn't the content feature s
@
- {1 If the user i has the content feature q
7|0 If the user i hasn'tthe content feature q

®

The recommender system with the rating matrix R = {rix:
i=1, 2,..,N; x=1, 2,..,M}, the item content feature matrix
C={cxs:x=1, 2, .., M; s =1, 2, ..,|C|}, the user content feature
matrix T = {tiq : i=1, 2, ., N; q =1, 2, ..,|T[} can be
represented as a weighted graph G =(€, E), which Q is the
vertices set and E is the edge set. The vertices setQof the
graph is determined by the formula (4) is union of the user
set U, the item set P, the set of item content features C and
the user content features T. The edge set E of the graph
include 3 edge types: the edge (i, X) connect from user
vertices with item vertices, the edge (x,s) connect from
item vertices with item content feature, the edge (i, q)
connect from user vertices with user content feature.

Q=UUPUCUT (4

e=(,x) Ifry,+0: ielU,xeP.
e=(x,5) If cys #0:xeP,seC. (5)
e=(,q) Ifty#0:ieU, qeT.

E =

For example, the recommender system include 3 users U =
{ul, u2, u3d}, 4 items P = {p1, p2, p3, p4}. In there, the
rating matrix R is given by the Table 1; the matrix of item
content features Cis given by the Table 2; the matrix of user
content features T is given by the Table 3. Therefore,
represented graph for general recommender problem is
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presented by Figure 1. The graph is represented by 3 child
bipartite graph. The middle child bipartite graph represent
option of users with items through the rating matrix R=(riy).
The edge connect from the user vertices iU to the item
vertices xeP is weighted by rix. The top child bipartite
graph represent relationship between items with the set of
item content features through the matrix C=(cxs). The edge
connect from the item vertices xeP to the item content
feature vertices seC is weighted by 1. The bottom child
bipartite graph represent relationship between users with
the set of user content features through the matrix T=(tig).
The edge connect from the user vertices ieU to the user
content feature vertices qeT is also weighted by 1.

Table 1. The rating matrix R

p1 p2 p3 p4
U1 5 [0} 4 [0}
U2 [0} 4 [0} 3
us d 5 4 d
Table 2.The matrix of item content features C
c1 c2 c3
p1 1 0 1
p2 1 1 0
p3 1 0 1
p4 0 1 1
Table 3. The matrix of user content features T
t t2 t3 ta
u1 1 0 0 1
u2 1
us 0 1 0 1

Figure 1. The graphical representation for
recommender system

Based on the graphical representation above, collaborative
filtering recommender method is executed based on edges
connecting the user vertices ieU and the item vertices xeP
with the weight rix [5]. The item-content-based filtering
recommender method is executed based on edges
connecting the item vertices xeP and the item content
feature vertices seC[7]. The user-content-based filtering
recommender method is executed based on edges
connecting the user vertices ieU and the user content
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feature vertices te T[17].The hybrid filtering recommender
method is executed based on 3 edge types (i, x), (X, s), (i,
q) [9,10].

2.2. Building user profiles based on evaluative matrix

Content recommender methods generate prediction items
having informative content or description of goods similar
to those items that the user had ever used or accessed in the
past. Quality of the methods dependent on methods of
feature extraction to represent vector of item content
features and vector of item using profiles of the user. The
biggest drawback of the feature extraction methods is many
content features don’t contribute to determine similarity
between vector of user profiles and vector of item profiles
are still participating in calculation [3,5]. To reduce this
issues, we propose method to build item using profiles of
the user through rating values of recommender system,
then we establish direct relationship between users and
each item feature to enhance recommender efficiency. The
method is performed below.

To build item using profiles 0 the user, we need performing
2 tasks: determining the set of items that the user had ever
accessed or used in the past and estimating weight for each
item content feature in user profiles. Symbol PicP is
determined by the formula (6) is the set of items that the
user ieUe valuated the item xeP. Meanwhile, Pi is the set
of items that the user had ever accessed in the past, the set
of items is used by content-based recommendation while
building user profiles. Remaining problem is how to
estimate weight of each item content feature se C with each
user profile ieU.

PL={XEP|TLX?‘:0(lEU,xEP)} (6)

Symbol Listltem(i, s) is the set of items xePi containing
item content featureseC be determined by the formula (7).
Therefore, |Listltem(i , s)|is the number of times the user
ieU using the items xeP that contain item content feature
seC in the past.

Listitem(i,s) ={x € P;|c,xs # 0 (ieU,xeP,seC} (7)

Based on Pi and Listltem(i,s), content-based recommender
methods estimate weight w is reflecting importance of the
item content features to the user i. The most popular
method is often used in building user profiles is the
technique TF-IDF. The value w is float number spread
around [0,1]. However, while observing collaborative
filtering recommender problem, we found itself that have
already exist a native assessment of user to item through
rating value rix. The value rix reflect user’s prefer after using
items and giving prefer level with items. For example with
the movie recommender system, the value rix =1, 2, 3,4, 5
is known by opinion levels “very bad”, “bad”, “normal”,
“good”, “very good”. Because of that, we wanted to get a
weigh estimative method of item content features with each
user having same native evaluative level of the value riy.

To perform the above idea, we implement observation
Listltem(i, s). If the value |Listltem(i, s)| exceeds a certain
threshold 6then weigh of the item content feature se C with
the user ieU that be calculated by average of all rating
values. In the other hand, if |Listltem(i, s)| is less than 6,
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the value wis is calculated by sum of all rating value then
divide for 6. In experiment, we calculated average number
of all users ieU rated the items xeP, then we chose 6
equivalent with 2/3 the average number of ratings that the
user ieU rated the item xeP containing the feature seC. In
this way, we can limit some item content features the user
isn’t interest but still be evaluated with high weights.

Wis =
1 . .
{merLismem(z,s) i If |Listitem(i, x)| = 6

1 . .
EZXEListItem(i,s) Tix If ILlStItem(l: x)l <0

©)

The value wis is estimated by the formula (8) reflecting
opinion of the user ieU with item content features seC,
this is also the profile of user ieU used the item content
feature seC in the past. Easily find wiseF, while F = {1,
2, .., g}. So, we can treat each item content feature acts as
assistant item complementing to the set of items. Based on
this observation, we extend the bipartite graph of primitive
collaborative filtering recommender problem (the middle
child graph) by staying at the set of user vertices U, the set
of item vertices is extended by PUC. Link between the user
vertices ieU and the item vertices xeP will be established
if rix= 0. Link between the user vertices ieU and the item
feature vertices seC will be established if wis = 0. The
extended rating matrix will be determined by the formula
(9).
_(Tix If xePand 1, #0 9

Tix_{wis IfseCad wis #0 (x =5) ©)

For example, the representative graph for hybrid filtering
recommender system is shown by the Figurel, chosen 6 =
2 we’ll calculate the extend rating matrix in Table 4and
extended collaborative filtering recommender graph is
shown by the Figure 2. The red edges are new edges be
complemented to bipartite graph of collaborative filtering.

Table 4. The extended rating matrix R

p1 p2 p3 p4 c1 c2 c3
u1 5 0 4 0
u2 0 4 0 3
u3 0 5 4 0

Figure 2. The graph expands following item side.

2.3. Building item profiles based on evaluative matrix

Similar to user profiles, item profiles record trace of user
content features using item. To build item profiles, we need
performing 2 tasks: determining the set of users that had
ever used the item in the past and then estimating weight
of each user content feature in item Meanwhile, Ux is the
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set of users that need recording user content features in
item profiles. Remaining problem is how to estimate
weight of each user content feature geT with each item
profile xeP.

U, ={ieU|r,#0 (ieU,x€eP)}

Symbol ListUser (X, q) is the set of users ieUx containing
user content feature qeT be determined by the formula
(11). Therefore, |ListUser(x , g)| is the number of times the
item xeP be used by the users ieU having user content
feature qeT in the past.

(10)

ListUser(x,q) = {i € U, | tig#0 (iIEU,xEP,qE
T} (11)

Based on Ux and ListUser(x, q), content-based
recommender methods estimate weight t. reflecting
importance of the user content feature g to the item x. Same
as user, item itself have already exist a native assessment
of users set with the item through rating value rix. Because
of that, we propose a weigh estimative method of user
content features with each item having same native
evaluative level of the value rix. To perform the above idea,
we implement observation ListUser(x, q) .If the value
|Listltem(i, s)| exceeds a certain threshold 6 then weigh of
the user content feature qeT with the item XeP is vyq that
be calculated by average of all rating values. In the other
hand, if |ListUser(x, g)| is less than 6, the value vyq is
calculated by sum of all rating value then divide for 0. In
experiment, we calculated average number of all items
xeP are rated by the user ieU, then we chose 6 equivalent
with 2/3 number of users ieU containing the feature qeT
using the item xeP. In this way, we can limit some user
content features are less interest to the item but still be
evaluated with high weights.

Vxq
1 .
{mZiELiStUser(x,q) T If |ListUser(x,q)| = 6

! , (12)
EZiEListUser(x,q) Ty If |ListUser(x,q)| <@

The value vyq is estimated by the formula (12) representing
the item profile xeP are used by the user ieU containing
the feature qeT. Easily find vyqeF, while F = {1, 2, .., g}.
So, we can treat each user content feature acts as assistant
user complementing to the set of users. Based on this
observation, we extend the bipartite graph of collaborative
filtering recommender problem in the section 2.2 by
staying at the set of item vertices PLUCand extending the set
of user vertices to UUT. Link between the item vertices
xeP and the user vertices ieU will be established if rix= 0.
Link between the item vertices xeP and the user feature
vertices qeTwill be established if vyg= 0. The extended
rating matrix recorded weight of edges (x, i) and (X, q) will
be determined by the formula (13).

Tix IfieUx€ePandry, #0
Tix =3 Wis If itEU,s €ECand wis # 0 (x = 5)
Vpq If X €EP,qE€T and vy # 0 (x = q)

(13)

For example, the representative graph for hybrid filtering
recommender system is shown by the Figure 1, chosen 6 =
2 we’ll calculate the extended rating matrix in Table 5 and
extended collaborative filtering recommender graph is
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shown by the Figure 3. The blue edges are new edges be
complemented to bipartite graph of collaborative filtering.

Table 5. The extended rating matrix R

Figure 3. The graph expands following user side.

2.4. Building relationship between user features and
item features

The user profiles are determined according to the formula
(8), the item profiles are determined according to the
formula (12). They was based on native rating of users with
items and usage habit for items of users. Clearly, the set
itself of user content features and the set itself of item
content features are also exist a native relationship between
user profiles and item profiles. For example, why children
like watching cartoons, teen girls like watching romantic
films, teen boys like watching active films...? We believe
that exploiting the above latent relationship will
significantly improve predictive quality items that
appropriate with each user.

To determine latent relationship between the user content
feature qeT and the item content feature se C, we build two
different kinds of observation. The first observation will
perform from user profiles to item content features. The
second observation will perform from item profiles to user
content features. Since both kinds of observation only
purpose determining latent relationship between the pair of
features qeT and seC so we combine results between two
kinds of observation to obtain final result. The detail
method will perform below.

Observing from user profiles to item content features:

Symbol Uq is the set of users iU containing user content
feature qeT be determined by the formula (14). Symbol
UserAttr(i,s) is the set of users ieU containing user content
feature qeT rated the items xeP containing the item
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content feature seC be determined by the formula
(15).Therefore, relationship between the feature qeT and
the feature seC is estimated by the formula (16). With, wis
is the user profile icU are determined according to the
formula (8),

U, ={ieU|t#0} (14)

UserAttr(q,s) = {i € Uql wis # O} (15)

Qgs
1

[ S— w;i

{wsemttr(q,sﬂELEUS”A”T(‘?'S) is

1
7 ZieUserAttr(q,s) Wis

(16)

The value ags is estimated by (16) reflecting effect level of
the feature seC to the set of users containing the feature
geT. If the number of users ieU containing the feature
geT rated the items xeP containing the feature seC
exceeds a certain threshold 6 then aqs be calculated by
averaging weights of the features s in user profiles. In the
other hand, the value ags is calculated by sum of weights of
the features sin user profiles then divide for ©.In this way,
we can limit some user content features or some item
content features are less used by users but still be evaluated
with high weights.

If |UserAttr(q,s)| = 6

If |UserAttr(q,s) < 6

Observing from item profiles to user content features:

Symbol Ps is the set of items xeP containing item content
feature seC be determined by the formula (17). Symbol
ItemAttr(q, s) is the set of items containing the item content
feature seC be rated the set of users xePieU containing
the user content feature qeT that is determined by the
formula (18).Therefore, appropriate levels of the set of
items containing the feature s with the set of users ieU
containing the feature q are determined according to the
formula (19). With vyq is item profile xeP is determined by
(12).

Pi={x€P|c,#0} 17)

ItemAttr(q,s) = {x € B| Vyqg * 0} (18)

If |ItemAttr(q,s)| = 0
If |ItemAttr(q,s) < 6
(19)

The value bgs is estimated by (19) reflecting effect level of
the feature qeT to the set of items containing the feature
seC. If the number of items xeP containing seCare rated
by users ieU containing the feature geT exceeds a certain
threshold 6 then bgs be calculated by averaging weights of
the features qin item profiles. In the other hand, the value
bgs is calculated by sum of weights of the features q in user
profiles then divide for 6. In this way, we can limit some
user content features or some item content features are less
used by users but still be evaluated with high weights.

1
b = {|ItemAttr(q,s)| erltemAttr(q,s) qu
qs —

1
7 Yixeltemater(a,s) Vxq

Combining two kinds of observation above:

As mention above, the value ags is determined by (16) and
bgs is determined by (19) both reflect usage habit of users
containing the feature g with the set of items containing the
feature s. The only difference between ags and bgs is the
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kind of observation based on user profiles or item profiles.
To reconcile both kinds of observation, we choose
averaging value of aqs and bgs following the formula (20).
With, the value dgs is established if and only if the items
containing the feature s are really interested by many users
and vice versa, many users containing the feature q are
really interested in items containing the feature s. This is
entirely consistent with general sentiment of the peoples
using items.

1 b
dqsz{g(aqs+bqs) If ags # 0va by # 0
0 Otherwise

(20)

After determining relationship between user content
features and item content features, we extend the bipartite
graph of collaborative filtering recommender problem in
the section 2.3 by supplementing links between each
feature seC and the feature qeT. The final graph we
receive having the set of user vertices U, the set of item
vertices P, the set of user content features T and the set of
item content features P. The vertices of graph are separated
into 2 sides, one side is UUT and another side is PUC. The
edges set of the graph contain 4 kind of edges: the edge (i,
X) link user vertices and item vertices weighted by rix, the
edge (i , s) link user vertices and item content feature
vertices weighted by wis, the edge (g, X) link user content
feature vertices and item content feature vertices weighted
by vgx, the edge (g, s) link user content feature vertices and
item content features weighted by dgs.

Tix Ifriy #0 (i € Uand x € P)
_ Wis Ifws#0(€Uandx =s€C) 1
Tix =y, vaqx¢0(i=quandxep)( )

\dys If dgs #0 (i=qeTandx =s € )

Table 6. The extended rating matrix R

Figure 4.The graph represent hybrid recommender filtering
problem
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For example, the representative graph for hybrid filtering
recommender system is shown by the Figure 1, chosen 0 =
2 we’ll calculate the extended rating matrix in Table 6 and
extended collaborative filtering recommender graph is
shown by the Figure 4. The yellow edges are new edges be
complemented to bipartite graph of collaborative filtering.

The extended rating matrix is proposed by (21) fully
integrated ratings of collaborative filtering, user profiles,
item profiles, relationships between user profiles and item
profiles of content-based filtering. Weights of content
features in user profiles, item profiles and relationship
between content features having same metric with rating
value. Therefore, the methods of collaborative filtering
based on memory [15,16] or the methods of content-based
filtering based on model [6,11,12] can be deployed on the
extended rating matrix. This is the main contribution of the
paper in building a unify model between collaborative
filtering recommendation and content-based filtering
recommendation.

Ill. PREDICTIVE METHODS BASED ON THE
HYBRID GRAPH

After shifting hybrid recommender problem to standard
collaborative filtering recommender problem, in principle,
we can deploy any collaborative filtering recommender
method based on the extended rating matrix. Within the
paper, we propose to extend methods of collaborative
filtering recommender based on memory by expanding
correlative measures based on extended rating matrix.
Then, we build a similarity measure based on searching
engine on graph. The experimental results on real data sets
show that the proposed methods achieve superior
performance compared to baseline methods.

3.1. Similarity measure between pairs of users based
on graph

One of the biggest challenges of recommender systems is
sparse data problem [1,3]. The problem occur when known
rating values (rix=0) very little, less than with unknown
rating values (rix=0). The current similarity measures
calculated similar degree between the user ieU and the
user jeU based on the set of intersection items PinPj.
When the number of intersection items | PinPj | is small,
this will make calculating similarity between the user i and
the user inaccurate. In the case | PinPj | =0, similarity
between the user | and the user j will not be identified. This
affects directly to predictive quality of recommender
methods based on user.

The method to determine similarities between pairs of
users can be done easily on graph model by considering all
paths that length equals 2 from one user vertices to other
user vertices. There are two types of path having length 2
from the user vertices i to the user vertices j on hybrid
graph. The first type comes from the user vertices i to the
item vertices x through rating edges (i,x). For example, the
path ul-p3-u3belongs the first type that is used to
determine similarity between the user ul andu3. The
second type comes from the user vertices i to the item
feature vertices s through the edges of item feature (i, s).
For example, the path ul-cl-u3, ul-c3-u3belong second
type that is used to determine similarity between the user
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ul and u3. Weight of each path having length 2 is
calculated by multiple weights of each edge. Similarity
between two users is calculated by sum weights of all paths
having length 2 between them. The pair of users i, j that
total weights of paths having length 2 is greater then
similarity between them is higher. Collaborative filtering
method based on users predict appropriate items for each
user based on total weights of paths that belong first type.
Content filtering method predict appropriate items for each
user based on total weights of paths that belong second
type. Hybrid filtering method predict appropriate items for
each user based on total weights of both types.

In case of sparse data when number of ratings differ O
lowly, this will lead to number of the edges (i, x)
determined by (9) lowly and number of the edges (i, )
determined by (13) also lowly. This makes predictive
results of the above methods achieving not high. To reduce
this problem, we execute extending path lengths from user
vertices to other user vertices to leverage indirect
relationship between pairs of users and pairs of different
content features. Paths can be the rating edges (i, x), edges
(i, s), edges (q, x) or edges (q, S).

For example, to determine similarity between u2andu3on
bipartite graph representing hybrid filtering recommender
problem in the Figure 4, we use some paths u2-p1-ul-p3-
u3, u2-p4-t3-p2-u3, u2-cl-t4-p3-u3. This is quite
reasonable because u2likespl, plis liked by ul, ul likes p3,
p3 is liked by u3 so indirectly, u2 is similar with u3 at a
certain degree. Or in another case, u2 likes p4, p4 is liked
by the user containing content feature t3, the user
containing content feature t3 likes p2, u3 likes t2 so
indirectly, u2 is similar with u3 at a certain degree. Or u2
likes c1, c1 is appropriate with the set of users containing
the content feature, t4 is appropriate with the item p3, u3
likes p3 so indirectly, u2 is similar with u3 at a certain
degree.

Because hybrid filtering recommender graph is a bipartite
graph so paths from user vertices to other user vertices are
always even natural number (2, 4, 6, 8) [7]. Weight of each
path is calculated by multiple weights of each edge so path
pass through the edges having high weights are still be
appreciated, path pass through the edges having lower
weights are still underestimated. To give priority to the
shortest path (length equals 2), we use the parameter a
(0O<a<1) to underestimate weights of high length paths.
Specifically, the method for estimating total weights of the
path having length L from user vertices to other user
vertices is determined by the formula (22) [7].

L {R.RT IfL=2
" la.R.RT.R*2  IfL=4,68,..

In there, L is path length, R is extended rating matrix be
determined by (21), RT is the transpose matrix of R. The
even value L is determined when every r+0. Total
weights of path have length L from the vertices ieU to
other vertices jeU be similarity between the user i and the
user j. K users jeU have the highest value riﬁto become
neighbors set of the user ieU. Based on this observation,
we adjust step 1 of Hybrid-User Based algorithm in the

(22)
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section 3.1 to Hybrid-User Based-Graph graph in the
Figure 5.

Hybrid-UserBased-Graph algorithm:
Input:
- The extended rating matrix R= (ri) represents
hybrid graph be determined by (21).
- iU is the active user.
- Kis the number of users in neighbors set.
Output:
- Prediction x: rix| x eP\Pi (rating of the user i with
new items x €P).
Steps:
Step 1. Calculating similarities between pairs of users on
the hybrid graph:
L <2;//Set the initial path length
Repeat
R: =
{R.RT néul =2
a.R.RT.R*? néul =4,6,8,..
L&L + 2; [/Increasing length of
path.
Until (0 with everyje(U \ i));
Step 2. Determining neighbors set for the user i U.

e Arranging ;=0 in descending order
(i#)).

e Selecting Kfirst users je U to become
neighbors set of the user i (Symbol:
the neighbors set of the user ielU is
Ka).

Step 3. Predicting rating of the user ifor the items
xeP\Pi.

1
Tix = Tl ZjEK,- Tix

Step 4. Seleting K items that have the highest value rix to

Figure 5. Hybrid-User Based-Graph algorithm.

3.2. Similarity measure between pairs of items based
on graph

Method determine similarities between pairs of items can
be done easily on graph by considering all paths having
length 2 from item vertices to other item vertices on graph.
For example, to determine similarity measure between the
item p1 and p3 on graph in the Figure 4, we based on some
paths: p1-ul-p3, p1-t1-p3, pl-t2-p3. Weight of each path
can calculated by multiple weights of corresponding edges.
Total weights of all paths itself from the vertices xeP to
the vertices yeP is similarity between the two users. K
items have the highest total weights of paths from the
vertices XeP to the vertices yeP become neighbors set of
the item Xx. Then using the neighbors set to generate
prediction about the most appropriate items for the user |

[71.

To reduce effect of sparse data problem, we execute
extending path lengths from item vertices to other item
vertices to leverage indirect relationship between pairs of
items and pairs of different content features. Paths can be
the rating edges (i, x), edges (i, s), edges (q, x) or edges (q,
s). For example, to determine similarity between p1 and
p2on Dbipartite graph representing hybrid filtering
recommender problem in the Figure 4, we use some paths
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pl-ul-p3-u2-p2, pl-u2-p4-t1-p2, pl-t2-c3-u3-p2. The
rationality of this deduction is also explained similarly with
the case of calculating similarities between pairs of users.

Because hybrid filtering recommender graph is a bipartite
graph so paths from item vertices to other item vertices are
always even natural number (2, 4, 6, 8). Weight of each
path is calculated by multiple weights of each edge so path
pass through the edges having high weights are still be
appreciated, path pass through the edges having lower
weights are still underestimated. To give priority to the
shortest path (length equals 2), we use the parameter o
(0<a<1) to underestimate weights of high length paths.
Specifically, the method for estimating total weights of the
path having length L from item vertices to other item
vertices is determined by the formula (23) [7].

L_{RT.R IfL=2
" la.RT.R.R*2 IfL=4,6,8,..

In there, L is path length, R is extended rating matrix be
determined by (21), RT is the transpose matrix of R. The
even value L is determined when every rnj,#0. Total
weights of path have length L from the vertices xeP to
other vertices yeP be similarity between the two items. K
item yeP have the highest value 7}, to become neighbors
set of the itemxeP. Based on this observation, we adjust
step 1 of Hybrid-Item Based algorithm in the section 3.2 to
Hybrid-Item Based-Graph graph in the Figure 6.

(23)

Hybrid-ItemBased-Graph algorithm:

Input:
- The extended rating matrix R= (vix) represents hybrid
graph be determined by (21).
- ieU is the active user.
- Kis the number of items in neighbors set.
Output:
- Prediction x: rix| x eP\ Pi(rating of the user i with new
items x €P).
Steps:
Step 1.Calculating similarities between pairs of items on
the hybrid graph:
L &2;//Set the initial path length
Repeat
R' =
{RT.R néul =2
a.RT.R.R*"2 néul =4,68, ..

L&<L +2; [/Increasing length of path.

Until (15, 20 with everyye(P \ x));

Step 2. Determining neighbors set for the itemx €P.

e Arranging 15,0 in descending order
(x2y).

e  Selecting K first items yeP to become
neighbors set of the item x (Symbol:
the neighbors set of the item xe P is
K»).

Step 3. Predicting rating of the user ifor the items xe P\ Pi.

1
Tix = @erl(x Tixs
Step 4. Seleting K items that have the highest value rix to

recommend for the user i.

Figure 6. Hybrid-ltem Based-Graph algorithm.
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IV. EXPERIMENT AND EVALUATION

To evaluate effectiveness of proposed methods for hybrid
filtering recommendation, we experiment on real data set
of movies[24]. The above representative methods are
evaluated and compared to baseline methods below.

4.1. Data set

The hybrid filtering recommender method is experimented
by the data set MovieLens of the research group
GroupLens belong to Minnesota university[24].
MovieLens subsets have three options with different sizes
respectively: MovieLens 100k, MovieLens 1M and
MovieLens 10M. We selected MovielLens 1M because this
subset provides full movie content features as well as user
content features. The subset MovieLens 1M includes 1MB
ratings of 6040 users for 3952 movies. Rating levels set
from 1 to 5. Sparse level of rating data is 99.1%.

Detailed datas provide in files:

e u.data: store full 1MB ratings of 6040 users for
3952 movies. Each user rate 20 movies at least.
Each row have same struct: user id | item id |
rating | timestamp.

e u.info: store number of users, number of items,
number of ratings of data set.

e u.item: store information of movies.

e u.genre: store list of 19 types of movies diffently.
This is item content features that are used to
experiment proposed method.

e u.user: store information of users. Each row have
same struct: user id | age | gender | occupation | zip
code. User id is used by the file u.data.

e u.occupation: store list of occopations. Thi is user
content features that are used to experiment
proposed method.

4.2. Experimental method

At first, all experimental data set is divided into 2 parts, one
part Utr be used as training data, the rest data Ute is testing
data.The Uy contains 75% ratingsandUe contains 25%
ratings. The training data is used to build model following
above representative algorithm. Each user ibelongs to the
testing data, exited ratingsof the active user is divided into
2 parts O; and P;. Ojis known, whereas P; is ratings that
need prediction from the training data and O:.

Forecasting error MAE, for eah user ubelongs to
testing data is calculated by averaging absolute errors
between predicted value and actual value with all items of
Pu.

MAE, = |P_1u|2yePu If'uy - ruyl (38)

Forecasting error over the testing data is calculated by
averaging predicted errors of each users belongs to Uk.If
the value MAE is small, the predictive method will give
high accuracy.

MAE =

YueUs, MAEy
[Utel

(39)
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4.3. Comparison and evaluation

The hybrid filtering recommender method based on
usersHybrid-UserBased-Graphare proposed by 4.1 be

compared with baseline methods below:

The method CF-User Based use the correlative measure
Pearson. This is the standard collaborative filtering
recommender method based on users. In there, similarities
between pairs of users are calculated based on a set of
intersection items between two users[15].

The hybrid filtering method based on users (symbol as
Hybrid-User Based) use the correlative measure Pearson.
This is hybrid recommender method based on the
correlative measure Pearson[15]. In there, similarities
between pairs of users are calculated on extended rating
matrix toward to items side following (9).

The hybrid filtering recommender method based on
itemsHybrid-ItemBased-Graphare proposed by 4.2 be
compared with baseline methods below:

The method CF-Item Based use the correlative measure
Pearson. This is the standard collaborative filtering
recommender method based on items. In there, similarities
between pairs of items are calculated based on a set of users
that rated items [15].

The hybrid filtering method based on items (symbol as
Hybrid-Item Based) use the correlative measure Pearson.
This is hybrid recommender method based on the
correlative measure Pearson[15]. In there, similarities
between pairs of items are calculated on extended rating
matrix toward to users side following (13).

Choosing 6 = 15 follows the above representative
methods to deterimined wis, Vg, dgs in order of the formulas
(8), (12), (20). Choosing a=0.8 to determine weights of
paths following the formulas (22), (23). The experimental
method choose randomly 1000, 2000, 4000users in the set
MovieLens to make training data. Choosing randomly 300,
600, 1000users in remain set to become testing data.The
valueMAEin the Table7 and Table8 are estimated by
average of 10 times of random experiment.

The results on Table7 show that the filtering method
based on pure usersCF-UserBased give the highest MAE
with remain methods. This may explain limitations of
collaborative filtering methods in training process that only
based on the small set of value ri=0. When size of training
data set large then predictable results of the methods are
improved gradually. Specifically, the values MAE on the
data set consistingl000, 200, 400 users be
respectively(0.865, 0.859, 0.855), (0.846, 0.841, 0.836),
(0.824, 0.817, 0. 813)in order. The large neighbors set
perform not proportional to the results expected. This result
is entirely consitent with the previous researchs.

The Hybrid-UserBased method give the value MAE
much lower than the CF-UserBased method. Specifically,
the size of neighbors set K=10 and the training data set
contains1000, 2000, 4000 users then MAE values are in
order 0.793, 0.798, 0.782 in comparison with0.865, 0.846,
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0. 824 of the CF-UserBased method; When K=20 MAE
values are in order 0.792, 0.788, 0.738 in comparison with
0.859, 0.841, 0.817 of the CF-UserBased method; When
K=30 MAE values are in order 0.791, 0.782, 0.715 in
comparison with 0.855, 0.836, 0.813 of the CF-UserBased
method. The number of users in neighbors set are large
making predictive results more stable. This may explain
the Hybrid-UserBased method calculating similarity
between pairs of users more accuracy because the method
be executed on total rating data set and user profiles. So,
the Hybrid-UserBased method determine neighbors set of
the active user to give predictive results better.

Table 7. MAE of recommender methods based on users

Size of Size of neighbors set
- Method
training data 10 20 30
set
CF-USERBASED 0.865 | 0.859 | 0.855
HYBRID-USERBASED | 0.793 0.792 | 0.791
1000 users
HYBRID-
0.672 0.629 | 0.687
USERBASED-GRAPH
CF-USERBASED 0.846 | 0.841 | 0.836
HYBRID-USERBASED | 0.798 0.788 | 0.782
2000 users
HYBRID-
0.632 0.629 | 0.598
USERBASED-GRAPH
CF-USERBASED 0.824 | 0817 |0.813
HYBRID-USERBASED | 0.782 0.738 | 0.715
4000 users
HYBRID-
0.694 0.629 | 0.696
USERBASED-GRAPH

MAE values in the Table 8 of some filtering methods
based on items are similar with filtering methods based on
users. MAE values of the hybrid filtering method Hybrid-
ItemBased is much smaller than the CF-ltemBased
method. Reason of this happening can only explain the
methods to calculate similarities between pair of items be
performed on ratings set and item profiles are more
accuracy than the methods based on only ratings set. MAE
values of the Hybrid-ltemBased-Graph method are
significant lower than the Hybrid-ltemBased method. This
can only explain similarities between items based on graph
have combined all indirect relationships between users,
items, user profiles and item profiles.

Table 8. MAE of recommender methods based on items

Size of Size of neighbors set
ini Method
training 5 10 20
data set
1000 CF-ITEMBASED 0.894| 0.883 |0.875
users HYBRID-ITEMBASED 0.781] 0.788 | 0.794
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HYBRID-ITEMBASED -
0.668| 0.674 |0.633
GRAPH
CF-ITEMBASED 0.838 | 0.831 | 0.827
2000 HYBRID-ITEMBASED 0.751| 0.737 |0.713
users HIBRID-ITEMBASED -
0.696| 0.639 |0.617
GRAPH
CF-ITEMBASED 0.811 | 0.806 |0.801
4000 HYBRID-ITEMBASED 0.788| 0.711 |0.714
users HYBRID-ITEMBASED -
0.648| 0.619 |0.611
GRAPH
V. CONCLUSIONS
The paper proposed a unify model between

collaborative filtering recommender methods and content-
based fitlering recommender methods. The model is built
by shifting hybrid filtering recommender problem to
standard collaborative filtering recommender problem to
leverage advantages of the method. The shifting method is
performed by building user profiles of content-based
filtering based on natural rating of users with items. Then,
establishing direct relationships between users and each
item content features. In this way, we extend the rating
matrix of collaborative filtering toward items side. Next,
the process of building item profiles is also done based on
natural usage habit of users with items. Based on item
profiles, we established direct relationships between items
and each user content features. In this way, we extend the
rating matrix of collaborative filtering toward user side.
Finally, we sought determining latent relationships
between each item content feature and item content
features based on user profiles and item profiles. The last
model is expansion of the baseline collaborative filtering
model.

After collapsing to collaborative filtering problem, the
extended rating matrix proposed be integrated fully all
rating values of collaborative filtering, user profiles, item
profiles, relationships between user profiles and item
profiles. Weights of content features in the user profiles,
item profiles and relationships between content features
having same matric with rating values. So, collaborative
filtering recommender methods based on memory or
collaborative filtering recommender methods based on
model can be deployed on the extended rating matrix. To
take advanges of graph model, we proposed bulding
similarity measures to explore indirect relationships
between users, items, user content features, item content
features to improve predicted results. The experimental
results on real data sets show that the proposed hybrid
filtering recommender methods achieve superior
performance compared to baseline methods. We believe
that the model will give good results with recommender
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methods based on model. These results will be presented
by next researches of the paper.
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MOQT PHUONG PHAP HQP NHAT LQOC CONG

TAC VA LQC THEO NQI DUNG DUA TREN MO

HINH PO THI

Tom tir: Hé thong tu van 1a hé thong co kha ning

cung cap thong tin thich hop va loai bo théng tin khéng
phl hop cho ngudi dung Internet. Hé thdng tu van duoc
xay dung dua trén hai ky thuét loc thdng tin chinh: Loc
cong tac va loc dya trén noi dung. Mdi phuong phap khai
thac cac khia canh cu thé lién quan dén dic tinh noi dung
hozc thoi quen sir dung san pham cia nguoi ding trong
qua khtr dé du doan danh sach ngin gon céc san pham phu
hop nhit véi timg ngudi dung. Loc dya trén ndi dung hoat
dong hiéu qua trén cac tai liéu biéu dién dudi dang van
ban nhung gap van
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dé khi lya chon cac dic tinh thong tin trén di liéu da
phuong tién. Loc cong tac hoat dong tot trén tat ca cac dinh
dang thong tin nhung c¢6 van dé véi dir liéu thua thot va
ngudi ding méi. Trong bai bao nay, ching toi dé xuat mot
phuong phéap hop nhét gitra loc cong tac va loc dua trén noi
dung dya trén mo hinh dd thi. M6 hinh dé xuat cho phép
chiing ta chuyén bai toan tu van loc két hop chung sang bai
toan tu van loc cong tac, sau d6 xay dung cac do do tuong
ty mai dya trén do thi dé xac dinh sy twong dong giira hai
ngudi ding hoic hai san pham. Céac do do tuong ty nay
duoc sir dung dé dy doan san pham phd hop cho nguoi
duing trong h¢ théng. Két qua thuc nghiém trén tap dir liéu
thuc vé phim cho thay cac phuong phap dé xuét phat huy
dugc hiéu qua va han ché dang ké cac nhuoc diém cua
phuong phép trude do.

Tir khoa: Tu van loc cong tac, tu van dua trén loc noi
dung, hé théng tu van loc két hop, tu van dua trén san
pham, tu van dua trén nguoi dung.
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