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Abstract: This study aims to propose a solution to
handle the uncertainty and imprecise knowledge
associated with the collected data using Interval type-2
fuzzy inference system, or IT2FIS. IT2FIS has been shown
to be capable of generalizing functional relationship
between input and output while reducing computational
complexity. The proposed IT2FIS is a fuzzy neural
network realizing Takagi-Sugeno-Kang inference
mechanism. IT2FIS structure consists of multiple layers,
which evolves automatically based on the incoming data.
The parameters are updated using meta-cognitive learning
and gradient descent algorithm. Prediction intervals are
considered as the end-result of the system. For
performance evaluation studies, collected data of wind
speed and direction are utilized. Using historical data, the
proposed model provides short-term forecasting of wind
energy parameters. The performance of IT2FIS is
compared with existing state-of-the art fuzzy inference
system approaches and results clearly indicate the
advantages of IT2FIS-based prediction.
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I. INTRODUCTION

Renewable energy gradually become more acceptable
as an alternative source of energy due to its advantages over
traditional fossil fuels, which in turn increases the
complexity of the power system. One of the main reasons
for the integration complexity is inaccurate prediction of
these sources at a particular time. There are various natural
issues as well as artificial causes. As a result, the forecast
of generated energy is extremely uncertain. This
uncertainty leads to unpredictable or unrealistic power
generation, further leads to financial losses. Hence, realistic
forecast of these sources is the need for increased and
improved renewable energy usage. Recently, artificial
neural network has been used in forecasting problems
including solar energy forecasting, wind forecasting and
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significant wave height prediction [3] [4] [5]. It has been
shown in the literature that neural network could be
developed with fuzzy inference systems to enhance the
learning capability. These types of systems are referred to
as neuro-fuzzy inference system [11][12]. Traditionally,
neuro-fuzzy inference systems employ type-1 fuzzy set,
which has certain membership functions. In case of faulty
data collection as invalid measurement, sensors error, or
inaccurate data, the secondary membership of the type-2
fuzzy system provides a better resolution to handle
uncertainties. Zadeh has proposed Type-2 fuzzy sets in [6]
and Type-2 fuzzy logic systems employing these Type-2
fuzzy sets have been studied in various studies, and they are
able to deal with uncertainties. However, the computation
in type-2 fuzzy systems are massive. As a result, Interval
Type-2 Fuzzy sets were proposed to minimize the
computational effort in handling uncertainties associated
with the data. Based on these Interval Type-2 fuzzy sets,
different fuzzy inference systems, known as Interval Type-
2 fuzzy inference system or IT2FIS, and their learning
algorithm have been proposed in the literature [7] [2] [8].
Due to their fixed structures, research have shown that these
algorithms were ineffective in dealing with the temporally
varying data especially in a practical problem such as
renewable energy forecasting. Meta-cognition is known as
the fundamental ability to make decisions based on the
surrounding environment. It is whether to learn a specific
knowledge by using suitable learning strategies. In the
literature, various studies on meta-cognitive algorithm
integrated with neuro-fuzzy inference system have clearly
shown their generalization abilities [9] [7]. The systems
employing meta-cognitive learning are able to evolve theirs
structures over training period. In the beginning, the
structures are initialized with one rule, and they gradually
change to adapt themselves according to incoming data.

The interval type-2 fuzzy neural network generating
prediction intervals implemented in this study is based on
gradient-descent learning algorithm. The algorithm named
McIT2FIS-GD has been employed for several benchmark
problems in the literature [1]. In this work, we extends the
algorithm for prediction intervals in the wind energy domain
and it is called FNN-PIs. The learning mechanism of FNN-
Pls is formulated on a five-layer network realizing Takagi-
Sugeno-Kang fuzzy inference. The input layer has n nodes,
followed by K nodes of the membership layer. The firing
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layer calculates the firing strengths of K rules. The interval
reduction layer uses the two g factors referred in [13] to
construct output in the output layer. Meta-cognitive
learning forms the learning mechanism of FNN-PIs. When
an input comes, meta- cognitive component decides whether
to delete the sample, learn the sample or reserve the sample
based on the containing knowledge. By monitoring the
novelty in arriving data, the system evolves over training
process. The main contribution of this study is the learning
algorithm of a first order optimization approach, gradient
descent based fuzzy neural network. Additionally, the
proposed algorithm is utilize to address the problem of
prediction intervals compared to ordinary crisp target value.

In the next section, the architecture of the interval type-
2 neural fuzzy inference system is presented. Meta-
cognitive learning and gradient-descent based learning
algorithm are deployed followed by performance
evaluation on a real-world wind speed forecasting problem.
The network is applied for prediction intervals and
compared with other type-1 and type-2 systems in the
literature.

Il. META-COGNITIVE INTERVAL TYPE-2 NEURO
FUZZY INFERENCE SYSTEM

Figure 1 illustrates the architecture of proposed meta-
cognitive fuzzy neural network for prediction intervals,
FNN-PIs. The structure consists of five layers. The aim is
to estimate the non-linear functional relationship between
n-dimentional input space and the output.

Layer 1 - Input layer: This layer contains n nodes
representing n number of input features. The input is passed
directly to layer 2, Membership Function Layer. The output
of i-th node is given:

ui(t) =x(t); i = 1,2,...m. (1)

Layer 2- Fuzzification layer: This layer calculates
the membership strength of each feature in every rule.
Theformulas are given by:

wP (x) (2)
o(mly, at,x;) X <mjy

- ; i i
= 1 if mj<x;<mp

@ (mj2, 05, %) x; <ml,
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Figure 1. Architecture of the interval type-2 neuro fuzzy

system
where,
iy Gxj = m)? (4)
@ (m;, 07, x;) = exp(— W)
and m;;, my,, o are center left, center right and the width

of the interval type-2 Gaussian membership function
accordingly.

Layer 3- Firing layer: The firing strength of each rule
iscalculated in this layer based on the following formulas:

lo s lo (5)
i’ = H.uij
j=1

B (6)

Layer 4- Output processing layer: This layer has K nodes,
each of which represents a rule in the network. Instead
ofusing Karnick-Mendel iterative procedure to find lower
and upper end points, this study uses q factors to increase
the learning speed and minimize the computational
complexity. The two end points are given as:

3 = (1= aq) X Wl + a XK flow] (7)
=
S+
. 1-gqy) Z§(=1 filoWri +qr €{=1 fiupWi (8)
' LA+ D)

Layer 5- Output layer: The output of this layer is the
sumof the two end points from the previous layer. The
formula for estimated output at a certain training time
period ¢ is given as:

(&) =y(t) +y:(8). 9)
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I1l. META-COGNITIVE GRADIENT-DESCENT
BASED LEARNING ALGORITHM FOR IT2FIS

* Problem Definition

The objective of proposed learning algorithm is to
estimate the functional relationship £/ so that the
estimated output ¥ is as close as the actual output y.

y@©) =flx@®), 0] (10)

where, @ describes the parameter vector of the neural
architecture. In order to measure the novelty of the current
sample, prediction error and spherical potential are
considered. The error at the #-th given time is:

1
E() =51y~ 9(0)] -
The spherical potential is calculated as:
K o £) + FYP (¢ (12)
ww=2ﬁ(2J()
i=1

» IT2FIS Gradient-descent learning algorithm

A sample can be learn either by adding a rule or
updating the parameters based on the containing
knowledge in the sample. These criteria are known as Rule
Adding Criteria and Rule Updating Algorithm
respectively. The new rule is added into the system if the
sample has significant knowledge and the existing rules
are unable to cover the new sample effectively. Thus, we
are going to define the rule addition criteria and the rule
updating criteria to check against the prediction error
presented by the contributing rules as well as the novelty
of the sample.

A. The Rule Adding Criteria.

A new rule is grown if for the current sample, the
predicted output is different from the desired output to a
confidence level. In other words, the prediction error for
the sample is higher than a threshold, and the novelty
criterion is satisfied. The rule growing is based on the
following condition:

E(t) >E, AND (t) <, . (13)

where, E, is the adding threshold and y, is the
novelty threshold. A higher value of E, and a low value of
Y, indicates resistance to rule addition. For problem
chosen in this work, E, and ¥, were selected using grid
search with five fold cross-validation.

B. The Rule Updating Algorithm.

The network parameters are updated if the prediction
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error of the current sample is higher than a parameters
update threshold. The rule updating criteria is as follow:

E,<E(t) <E, (14)

where, E,, denotes the self-adaptive parameter update
threshold and decides if the parameters of the rules are
updated using the gradient-descent based learning
algorithm. The formulas for parameters updating in the
network are given as:

M+ D = (O g (s)
mi(+1) = mh@)—n?ﬁ? (16)
o (t+1) = o (t) - n? (17)
witt+1) = wi() —na;g) (18)
wit+1) = wi(o) _"O;A(;? (19)

where, 1 is the learning rate. The time dependence t
indicates the current training iteration. The objective is to
minimize the error function E(t) defined in (11). The
learning rate was chosen with care due to the impact of high
learning rate. The problems were unable to converge if too
high learning rates were employed while too low learning
rates might lead to slow learning convergence.

FNN
Structure

Meta-cognitive monitor Knowledge
Learning Assessment

Mechanism

Figure 2. Meta-cognitive learning mechanism

A self-regulatory learning algorithm forms the meta-
cognitive learning mechanism of the system. During
training process, the meta-cognitive component monitors
knowledge presenting in the current sample to control
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appropriate learning strategy. The samples considered to be
significant to the system are utilized to either grow a new
rule and adapt the FNN structure or update the current
existing fuzzy rules. The mechanism is illustrated in Figure
2. When a new sample is added into the network, the
prediction error shows the knowledge difference between
that particular sample and the inference of existing
structure. Another measure to be taken into account is
spherical potential as a novelty criterion [9].

IV. PERFORMANCE EVALUATION AND
DISCUSSIONS

The performance evaluation of proposed interval type-
2 fuzzy inference system and its gradient-descent learning
algorithm is demonstrated on the benchmark data set of a
non-linear system identification problem [15] and he real-
world forecasting problem on the collected wind speed and
direction. The performance is compared against type-1
neuro-fuzzy inference system including eTS, SAFIS [17],
support vector regression (SVR) and type-2 neuro-fuzzy
inference system including SIT2FNN [18], McIT2FIS [8].
The performance of the algorithm was evaluated in Matlab
R2013b environment on a Windows system with Xeon
CPU and 16GB RAM.

* Performance Measures:

In this study, root mean squared error is employed
to evaluate the performance of the systems. Root mean
squared error (RMSE) measures the difference between the
actual and the predicted output and is defined as:

mefzjﬁzﬁﬂyU)—?GDZ (20)

where, N indicates the total number of samples.

In order to evaluate the performance of the prediction
intervals, coverage probability is to indicate the percentage
of samples covered by the upper and lower bounds of the
intervals. Prediction intervals coverage probability (PICP)
used in [16] is defined as:

1
pice= ~ 31 €; (21)

where, €; shows whether the i-th sample was covered
by the two bounds.

» Wind Speed Prediction Problem:

Recently, wind energy has emerged as a perennial
source of energy due to a need for clean energy sources.
The power generated by the wind turbines is nonscheduled
in nature due to changing weather conditions. Since the
prediction problem can be treated as a function
approximation problem, FNN-PIs is employed for the
wind prediction problem. The real-world wind data set is
obtained from lowa (USA) Department of Transport at the
location, Washington. The data sampled for every 10
minutes is downloaded between over a period of one

SO 04 (CS.01) 2021

month. The data is averaged hourly from which ten
features are extracted. The training date set consists of five
hundred samples and the testing set consists of one
hundred samples. Figure 3 shows the actual output versus
the predicted output for training data. It can be observed
from the figure that the underlying trend as well as
functional relationship between the past-future wind speed
was well-generalize. The performance of FNN-Pls was
compared in this study. Table 1 shows the root mean
square error for the benchmark algorithms in this study.

~ o — predicted speed
actual speed

0 50 100 150 200 250 300 350 400 450 500
sample

Fig. 3. Predicted and actual output for the training dataset using
proposed interval type-2 neuro fuzzy system.

Algorithms employing type-1 and type-2 fuzzy sets are
utilized. In order to predict the wind speed, it can be
observed that FNN-PIs needs a total of six rules compared
to thirty rules of FLANN. The training and testing root
mean squared resulted from the proposed system are
relatively low even though they are slightly higher than
those of other type-2 meta-cognitive type-2 fuzzy neural
networks in the literature. In order to study the learning
progress of the proposed algorithms, We studied the impact
of iterations over training. The logarithmic prediction error
of the system during training process is demonstrated in
Figure 4.

RMSE
Type Algorithm Rules
Train Test
SVR - 4.026 4.363
Type-1
FLANN 30 - 0.532
SIT2FNN 4 0.194 0.187
McIT2FIS 4 0.136 0.132
Type-2
PBL-MCcIT2FIS 4 0.11 0.161
FNN-PIs 6 0.162 0.153

Table 1. Performance evaluation on wind speed prediction
problem.

It can be noticed from the figure that the prediction
error decreases significantly within the first four hundred
epochs. This can be explained by the fact that gradient
descent algorithm optimized the network parameters based
on the prediction error alone. In order to obtain a
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comprehensive prediction, it is experimented that the
number of iterations varied in the range [800, 1000] for
benchmark problem in this research.

1 " | " | I | I 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Epoch

Fig. 4. Training logarithmic prediction error for
benchmark problem using FNN-Pls

In term of prediction intervals, this research was
conducted on the same wind data set. Coverage probability
and average width are measured to track the performance
of FNN-PIs. Prediction intervals coverage probability has
been described in (21), and the average width of the
intervals, PIAW [16] is given as:

1 Ui-L;
PIAW = 52?21( zR i) (22)
where L; and U; are lower and upper bound,
respectively. R is the range of the underlying targets.
Table 2 shows the evaluation indicators for training, testing
data and the percentage of samples employed in two
IT2FISs in this studies. From the table we are able to notice
that FNN-PIs quantifies a proper prediction for the wind
speed data while learning 65.2% of the samples.

Table 2. Prediction Intervals evaluation for training and

testing set
Training Testing
PICP 0.81 0.92
RMCcIT2FIS
PIAW 0.24 0.35
*PS =67.8%
FNN-PIs PICP 0.92 0.84
PIAW 0.31 0.39
*PS =65.2%

V. CONCLUSIONS

In this study, an interval type-2 fuzzy inference system
with its meta-cognitive learning algorithm is evaluated on
the wave rider data set. Meta-cognitive component assesses
the knowledge presenting in each sample to decide what-
to- learn, how-to-learn and when-to learn effectively. The
sample is learn in case the knowledge present is novel to the
system while it is deleted when the same knowledge has
been there. Learning strategies are based on the novelty
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criterion as spherical potential and energy function criterion
as hinge loss error. Based on this tactics, it is ensure that the
redundant computation is avoided and the algorithm runs
efficiently. The performance is evaluated on a significant
wave height prediction problem and it has been shown that
the algorithm can generalize the trend well.
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MANG NO-RON LOGIC MO VA THUAT TOAN
SUY GIAM PQ DOC CHO DU POAN KHOANG

Tom tdt: Nghién ciu nham muc dich dé xuat giai phap
xt ly dit liéu khong chéc chan thu thap duoc tir cam bién
bang cach st dung hé thdng mang no-ron logic mo kiéu 2,
hodc IT2FIS. IT2FIS da thé hién duoc kha ning tong quét
héa mdi quan hé chirc nang gitta dau vao va dau ra trong
khi giam d¢ phiic tap tinh toan. M6 hinh IT2FIS d& xuat la
moét mang no-ron logic mo thuc hién co ché suy luan
Takagi-Sugeno-Kang. Cau tric IT2FIS bao géom nhiéu 16p,
tu dong phét trién dya trén dir liéu dén. Céc thdng sé duoc
cap nhat bang céch sir dung phuong phap hoc ¢ nhan thic
va thuat todn giam d6 doc. Cac khoang du doan 1a két qua
cubi cung cua thuat toan. Sir dung di liéu lich sir, md hinh
dugc dé xuét cung cap du bdo ngin han vé cac thong sé
nang lugng gio.

Tar khoa: Mang no-ron, hoc may, logic mo.
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