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Abstract: The surveillance system plays an essential 

role in the security field to recognize early illegal access. 

As a part of such systems, human face recognition 

provides an effective service to observe and identify 

people crossing a specific area. Moreover, measurement of 

body temperature is also mandatory due to Coronavirus 

pandemic. Therefore, temperature prediction through 

surveillance systems is the best selection because of its 

effectiveness, high authentication, and privacy 

maintenance. In this paper, a novel algorithm is proposed 

for the recognition of human faces and temperature using 

deep learning methods and thermal face images. The 

search-based method is developed for selection of an 

optimal structure and parameters of the convolutional 

neural network using the thermal images as the input. In 

addition, the human temperature is computed directly on 

the thermal images to assist warning systems in terms of 

abnormal body temperatures. The proposed application 

produces a relatively high accuracy of over 98%, which is 

fitted significantly in practical environments. 

Keywords: Thermal image, Deep learning, Human 
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I. INTRODUCTION 

Nowadays, the growth of human factors in the 

information age gives an exponential increase to the need 

for biometric systems for person identification, verification 

or surveillance systems [1-5]. Among various biometrics, 

face has been one of the critical traits, which has a variety 

of applications ranging from health, education, finance and 

security [1, 2]. Human face recognition and temperature 

detection have been the most attractive research topic and 

paid intensive attention from technical experts for many 

years. Indeed, they are the important elements to construct 

an effective and reliable surveillance system for early 

warnings and protection from unauthorized access [6]. In 

addition, with the outbreak of COVID-19 pandemic and the 

unbalanced distribution of vaccines around the world, the 

feasible solution so far is identifying and checking the 

symptoms at the early stage. Besides, the majority of 

confirmed cases only has some mild symptoms like fever, 

cough or fatigue [7]. Therefore, there is a need to measure 

the body temperature of people, especially the facial 

temperature, for containing the widespread of the virus.  

Various development methods have been implemented for 

selection of the optimal application related to face 

recognition and temperature prediction. In general, 

methods are categorized into two classes in which machine 

learning and deep learning techniques are employed as the 

key algorithms of the face recognition. For the machine 

learning method, the authors of [8] propose a face 

recognition based on particle swarm optimization in 

combination with support vector machine (SVM). 

Furthermore, the principal component analysis PCA) is 

used for extraction of the feature set, which is then fed into 

the support vector machine. To increase the final 

performance of the face detection, a voting algorithm is 

suggested in [9]. Here, assemble learning methods such as 

k-nearest neighbours, SVM, random forest, C4.5, random 

tree, classification and regression tree, naïve bayes, are 

adopted to detect human faces. An extreme learning 

machine using a feature combination extracted by the PCA, 

linear discriminant analysis, and discriminative locality 

alignment algorithms is proposed in [10-13]. Obviously, 

the contribution of the feature transformation in 

aforementioned research is significant in comparison with 

other studies in terms of performance improvement. 

Deep learning techniques have emerged as the 

alternative method, recently, due to its capability of no 

human knowledge-based feature extraction, feature 

selection requirements. Moreover, deep learning 

techniques offer an attractive characteristic, known as the 

automatically learning feature, which is absent in machine 

learning algorithms [14-15]. In addition, existing scientific 

reports show that the face recognition performance of deep 

learning algorithms is relatively high compared with that of 

machine learning methods. Indeed, a simple but effective 

algorithm is given in [16-18], where the convolutional 

neural networks (CNN) using the thermal face images is 

proposed. In [19], the FusionNet including encoder, bridge, 

decoder and output layer, is shown as the core algorithm 

for human face recognition using depth and thermal 

images. The generative adversarial network is applied for 
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face recognition in the visible light domain [6]. The 

rationale behind the use of the visible light domain is that 

most of the texture and edge information are lost in the 

thermal images. Therefore, image processing techniques 

are required to convert thermal images into visible light 

domain ones for better learning features archived by the 

generative adversarial network.  

In this paper, we propose a simple and effective human 

face recognition algorithm using CNN and thermal images. 

Moreover, instead of measuring the entire human body 

temperature, we consider scanning the facial temperature 

to restrict impacts of external objects on human body such 

as clothes and belongings to provide early warnings for 

security systems with respect to illegal access and people 

with fever. We first convert the original thermal images 

into grayscale thermal ones to speed up the process of the 

CNN. Then different CNN parameters and structures are 

investigated with a training dataset to figure out an optimal 

CNN structure and corresponding parameters. On other 

words, the search-based method is employed for selection 

of the optimal CNN model. The human temperature is 

computed directly using the pixel temperatures on the 

original thermal images. 

Our main contribution of this work is to apply the 

optimization method for identification of the optimal CNN 

structure and parameters. The remainder of the paper is 

structured as follows. Section II is to introduce the dataset 

we use in our research. Section III explains the research 

methodology and our research approach and Section IV is 

devoted to describe simulation results and provide 

discussions. Finally, Section V concludes the paper.  

II. DATA 

The dataset used for this work is the Terravic Facial 

Infrared Database, which is available on OTCBVS 

Benchmark Dataset Collection [20]. This is a collection of 

paired thermal and visible ear images that were acquired in 

different illumination conditions ranging between 2 and 

10700 lux. The dataset contains variations in facial poses 

such as front, left, right and environments like indoor and 

outdoor. Accessories such as glasses and hats also are 

included in this dataset. There are 18 individuals with a 

total of 22,784 thermal images. However, the number of 

thermal images is different between individuals.  

Therefore, in this research, we select only 227 thermal 

images from each person, which are then divided into 107 

thermal images of the training set, 50 thermal images of test 

set, and 70 thermal images of validation set. As a result, 

only 4096 thermal images of 18 individuals are considered 

for construction of the CNN model. 

III. METHOD 

We use the CNN as the core algorithm for human face 
recognition using thermal images. Figure 1 shows the 
method development procedures to address the optimal 
CNN model. 

 

A. CNN 

The CNN includes different layers, which are input, 

convolutional, rectified linear unit, max-pooling layer, 

fully connected layers, and output layer [21-23]. 

Input layer (IP): This layer defines the dimension of 

the thermal images. 

Convolutional layer (CL): The Conv layer implements 

feature detection at different positions on the thermal 

images. The filter is the key element of this layer and 

known as the line-shaped object scanning over entire the 

thermal images. The output is called as the Feature map 

which provides us information like the corners and edges.  

Rectified linear unit layer (RL): A nonlinear activation 

function is activated on this layer to map nonlinearity into 

the data. Consequently, the learning process is converged 

faster. 

Max-pooling layer (MP): For reduction of 

computational complexity and costs, subsampling the 

feature maps of the preceding Conv is implemented on this 

layer by computing the average or maximum responses in 

small overlapping neighborhoods. 

BatchNormalization (BN): This layer consists of 

normalizing activation vectors from hidden layers that can 

stabilize the learning process and reduce the number of 

training epoch. 

Flatten layer (FL): This layer makes the 

multidimensional input one-dimensional. 

Dense layer (DL): This layer has deep connection, 

meaning that each neuron in dense layer receives input 

from all neurons of its previous layer. 

B. Search-based method 

Firstly, we define a block, which contains three 

component layers that are convolutional layer, rectified 

linear unit layer and BatchNormalization respectively 

(denoted as CL-RL-BN). A network segment contains 

differently consecutive blocks followed by a max-pooling 

layer. We investigate the CNN structure with 3 network 

Search-based method 

Performance estimation of different CNN 

structures and parameters 

Model identification 

An optimal CNN model validation 

Image preprocessing 

Thermal image databases 

Figure 1. Method diagram. 
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segments, in which each network segment includes 1 or 2 

or 3 consecutive CL-RL-BN blocks.  Three considered 

CNN structures are called as CNN1, CNN2 and CNN3 

respectively. Figures 2, 3 and 4 respectively show 3 CNN 

structures, which are performance estimation for selection 

of an optimal model. 

 

 

Figure 2. CNN1 structure with 3 network segments based on 

single CL-RL-BN blocks. 

 

 

Figure 3. CNN2 structure with 3 network segments based on 

two consecutive CL-RL-BN blocks. 

 

 

Figure 4. CNN3 structure with 3 network segments based on 

three consecutive CL-RL-BN blocks. 

C. Temperature prediction 

The binary thermal images are converted into temperature 

using standard equations [24-25], which is frequently used 

in infrared thermography. 

IV. SIMULATION RESULTS AND DISCUSSION 

We use a performance parameter for model estimation, 

which is accuracy (Acc) to measure the person who is 

identified correctly. 

A. Search-based method 

All the CNN structures are trained with 30 epoch and 

128 steps-per-epoch on training dataset and then estimated 

on validation dataset to figure out the best number of 

epochs. Figure 5 shows the training and validation Acc of 

three CNN models.  
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Table 2 presents the accuracy of three CNN models on 

training and validation sets after 30 epochs. 

TABLE 2. PERFORMANCE OF 3 CNN STRUCTURES 

ON DIFFERENT DATASETS 

 CNN1 CNN2 CNN3 

Training set 100% 100% 100% 

Validation set 98.4% 94.1% 87.5% 

 

As shown in Figure 5, the validation Acc of the CNN1 

remains stable and better than that of the CNN2 and CNN3 

through 30 epochs. With a small dataset, the CNN2 and 

CNN3 that have overwhelming capacity will overfit the 

training dataset and cannot perform accurately against 

unseen data.. Especially, the Ac of the CNN1 is similar 

from about epochs of 25 to 30. On the other hand, the 

figures for the CNN2 and CNN3 are erratic over the whole 

period of training and validation. Hence, we select the 

CNN1 model and an epoch number of 30 as the final face 

recognition algorithm. We further test the performance of 

the selected algorithm on the test set. The Ac of 98.4% 

implies that our proposed algorithm is effective and 

potential for application in practical environments. 

B. Temperature prediction 

As mentioned in [24], for simplicity, the flux-linear 

signal is related to scene temperature by the Planck curve 

and the conversion is typically approximated by the 

following equation, 

𝑆 =
𝑅

𝑒

𝐵
𝑇𝑘−𝐹

+ 𝑂                           (1) 

where S denotes the output signal from the thermal camera, 

R is the thermal camera responsivity, Tk is the target’s 

absolute temperature in the unit of Kelvin, F and O are 

parameters generated during calibration.  

 The conversion from flux to temperature is performed 

using the inverse of Equation (1). Hence, we can express 

the equation (1) as, 

𝑇𝑘 =
𝐵

𝑙𝑛(
𝑅

𝑆−𝑂
+𝐹)

                        (2) 

 

 

Figure 6. An example of thermal image for temperature 

prediction. 

 

Based on the temperature of each pixel in images, we 

calculate the body temperature by using the average 

temperature of human face area. Figure 6 shows an 

example of the original thermal image on which the 

temperature of human face is computed. A person in this 

image has a normal temperature, which is often lower than 

38-degree Celsius. 

C. Discussion 

The database used for this work includes only 18 

individuals, which a relatively small number of classes, 

which possibly reduce the final detection performance. 

Another significant characteristic is that the number of 

thermal images of individuals is different. On other words, 

unbalanced data is available in this dataset, which make us 

difficult to use entire database for construction of our 

algorithm. Therefore, we only use a part of database to 

make the number of thermal images is equal for all 

individuals.  

The facial occlusion issue is a serious challenging, 

which maybe cause an unstable validation Acc though 

epochs as shown in CNN2 and CNN3 of Figure 3. 

Obviously, the CNN1 structure is the better solution for 

such issue compared to the others. However, we only 

investigate three CNN structures in this work, which leave 

certainly a room for further research. 

b. CNN2 

c. CNN3 

Figure 5. Accuracy of three CNN models on training and 

validation datasets. 
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V. CONCLUSIONS 

Correct detection of human face and body temperature 

are important at the first place, which allows to provide 

early warnings in terms of security and infection 

prevention during COVID-19 pandemic. In this paper, we 

have proposed a noble human face recognition using deep 

learning method, which can be applied for the advanced 

security systems. The algorithm is constructed carefully 

using search-based method to select the optimal CNN 

structure and its parameters. The proposed algorithm uses 

the thermal images as the input, which are also employed 

for calculation of human temperatures. The high-

performance result shows that our proposed algorithm is 

effective and can be applied for practical security systems. 
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NHẬN DIỆN KHUÔN MẶT VÀ NHIỆT ĐỘ DỰA 

TRÊN THUẬT TOÁN THÔNG MINH TỰ ĐỘNG 

 

Tóm tắt: Hệ thống giám sát đóng một vai trò thiết yếu 

trong lĩnh vực an ninh để nhận biết sớm các truy cập bất 

hợp pháp. Là một phần quan trọng của hệ thống giám sát 

tự động, tính năng nhận diện khuôn mặt người cung cấp 

một dịch vụ hiệu quả để quan sát những người băng qua 

một khu vực cụ thể. Hơn nữa, việc đo nhiệt độ cơ thể cũng 

là bắt buộc do đại dịch COVID-19. Do đó, dự đoán nhiệt 

độ thông qua hệ thống giám sát là lựa chọn tốt nhất do tính 

hiệu quả, xác thực cao và khả năng duy trì sự riêng tư. 

Trong bài báo này, một thuật toán mới được đề xuất giúp 

nhận dạng khuôn mặt người và nhiệt độ bằng cách sử dụng 

phương pháp học sâu và hình ảnh khuôn mặt nhiệt. Phương 

pháp dựa trên kĩ thuật tìm kiếm được phát triển để lựa chọn 

cấu trúc tối ưu và các tham số của mạng nơ ron tích chập 

bằng cách sử dụng các hình ảnh nhiệt làm đầu vào. Ngoài 

ra, nhiệt độ của con người được tính toán trực tiếp trên các 

hình ảnh nhiệt để hỗ trợ hệ thống cảnh báo về nhiệt độ cơ 

thể bất thường. Ứng dụng được đề xuất tạo ra độ chính xác 

tương đối cao trên 98%, phù hợp đáng kể trong môi trường 

thực tế. 

Từ khoá: Ảnh nhiệt, Học sâu, Đo thân nhiệt, Nhận diện 

khuôn mặt. 
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