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Tom tdt—Acoustic feedback is a major problem in open-
fit digital hearing aids, which significantly lowers the signal
quality and limits the achievable maximum stable gain. Adap-
tive feedback cancellation (AFC) is a common and efficient
approach, however, it introduces a biased estimate of the
feedback path due to a high correlation between loudspeaker
signal and the incoming signal, especially when the incom-
ing signal is spectrally coloured, e.g., speech, music. The
prediction error method (PEM) is well known for reducing
this bias, resulting in significant performance improvement.
To further improve the performance of the conventional
PEM we propose to integrate the improved proportionate
affine projection algorithm (IPAPA) into the PEM. The
proposed method, namely PEMSC-IPAPA, leverages sparse
characteristics of the feedback path and a fast adaptive
filtering technique to enhance the convergence/tracking rates.
A detailed derivation of the proposed AFC method and
its stability analysis are also considered. We evaluate the
performance of the proposed method with recorded speech
and music as the incoming signals, and with an abrupt
change of the feedback path. Simulation results show that
the proposed method achieves higher convergence/tracking
rates while retaining similar steady-state error and signal
quality compared to the state-of-the-art baselines.

Tir khoa—Adaptive feedback cancellation, prediction error
method, IPAPA, maximum stable gain, convergence/tracking
rates.

I. INTRODUCTION

A major problem in open-fit hearing aids (HAs) and
public address systems (PAs) is acoustic feedback pro-
duced by the loudspeaker signal coupling into the mi-
crophone(s). The HAs and PAs are considered closed-
loop systems due to the presence of the forward path.
The feedback signal is rendered through those closed-
loop systems, resulting in signal quality degradation as
well as achievable amplification limitation. Under certain
situations, it leads HAs/PAs to unstable and/or howling.
With a high demand for small and reliable open-fit hearing
aids, acoustic feedback cancellation is still a challenge
for hearing aid applications. In the last six decades,
multiple acoustic feedback cancellation approaches have
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been proposed in the literature [1]-[3]. The adaptive
feedback cancellation (AFC) emerges as a simple and
efficient approach to reduce the negative effects of acoustic
feedback. The main idea of this method is to adopt an
FIR filter for estimating the acoustic feedback path. This
feedback path estimate is used to compute the feedback
signal which is then suppressed from the microphone
signal (cf. Fig. 1). If the estimation is perfect, no acoustic
feedback signal arrives in the loudspeaker. However, the
feedback path estimate may produce a bias caused by a
possibly high correlation between the incoming signal and
the loudspeaker signal [1], [2], [4].

To reduce this bias, many decorrelation approaches have
been introduced such as inserting a delay in the forward
path [1], [5], adding a probe noise to the loudspeaker
signal [6]-[9], frequency shifting [10], [11], phase mod-
ulation [12], and/or using pre-whitening filters [13], [14].
Among them the prediction error method based adaptive
feedback cancellation (PEM-AFC) is one of the most
popular approaches. The PEM-AFC is developed based on
the idea that employs pre-filters to pre-whiten input signals
of the adaptive feedback canceller, yielding lower corre-
lation and so bias. It works effectively both in the time
domain [14]-[19] and in the frequency domain [2], [20]—
[24]. Other AFC methods leveraging subband techniques
[25]-[28], multiple-microphones [19], [29]-[35], variable
step-size (VSS) [11], [36]-[38], affine combination of
filters [23], fast-converging adaptive filtering algorithms
[14], [17], [18], [32], [39]-[41], decomposing a long
adaptive filter into a Kronecker Product of two shorter
filters [42], instability detection and control [43], [44]
and/or combinations of those techniques have also been
investigated. Although previous AFC approaches achieve
performance improvement to some certain degree, there is
still room for further enhancing the AFC performance.

Recently, AFC approaches that exploit sparse features of
the feedback path have attracted audience attention, e.g.,
(improved) proportionate normalized least mean squares
(DPNLMS [18], [32], [45], de-correlated zero attract-
ing least mean squares (DZALMS) and de-correlated re-
weighted zero attracting least mean squares (DRZALMS)
[41] algorithms. The idea is to assign variable weights
for updating adaptive filter coefficients based on their
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strength. As a result, improvements in convergence rate,
tracking rate and sound quality can be obtained.

To further improve the performance we propose a new
AFC approach that integrates the improved proportionate
affine projection algorithm (IPAPA) into the PEM-AFC
with soft clipping, namely PEMSC-IPAPA. This approach
leverages both sparse features of the feedback path and
fast filtering techniques to improve the convergence and
tracking rates of the conventional PEM-AFC. Note that
the IPAPA has been successfully implemented for acoustic
echo cancellation (AEC) [46], [47]. However, their appli-
cations for adaptive feedback cancellation are still chal-
lenging due to the possibly high correlation between the
incoming signal and the loudspeaker signal. To overcome
this challenge, the proposed approach firstly utilizes pre-
filters to pre-whitening the adaptive filter inputs, which
allows for correlation reduction. Moreover, a soft clipper
(SC) [43] is applied to the error signal in order to limit the
feedback contribution, resulting in a feedback cancellation
improvement. Then the IPAPA is employed to recursively
update the adaptive filter coefficients. In this paper the
derivation of the proposed PEMSC-IPAPA is considered
in detail. We also compare the computational complexity
of the proposed approach with that of the state-of-the-art
baselines. Simulation results using different incoming sig-
nals and different feedback paths show that the proposed
approaches outperform state-of-the-art baselines in terms
of convergence and tracking rates, while retaining a similar
low steady-state error and good signal quality.

Throughout this paper, the lower and upper letters in
bold are used to represent vectors and matrices, respec-
tively. We use E {.} for the expectation operation and the
superscript 1" for transposition. We also use Ry, R, and
Tx¢ to denote the auto-correlation matrix of a vector x, the
cross-correlation matrix between two vectors x and y, and
the cross-correlation vector between a vector x and a scalar
(, respectively, i.e., Rx = FE {XXT}, Ry, = F {xyT},
and ry. = F {x(}.

The paper is organized as follows. Section II and III
review the standard AFC method and the conventional
PEM-AFC, respectively. We theoretically analyzes the
proposed PEMSC-IPAPA in Section IV. Section V pro-
vides a computational complexity analysis of the proposed
method in comparison with baselines. Simulation results
are described in Section VI. Section VII concludes the

paper.

II. STANDARD AFC MODEL

Fig. 1 illustrates the standard AFC scheme for a hearing
aid with a single microphone and single loudspeaker. In
this paper, we assume that the incoming signal is stationary
and AFC systems are discrete and linear time-invariant.
Since the loudspeaker signal injects into the microphone
of a hearing aid, the microphone signal m (k) consists of
two components, called the incoming signal z (k) and the
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feedback signal v (k) = fTu (k), i.e.,
m (k) =z (k) + fTa(k), (1)

where k£ is  the  discrete-time  index, and
uk) = [uk),u(k—=1),...,u(k—L;+1)]" is a
L-dimentional vector representing the loudspeaker
signal. The vector f = [fo,fl,...,fo,l]T denotes
the true feedback path of length Ly, represented as a
polynomial transfer function in ¢, i.e., F'(q) = f'q with
q=[1 ¢! .. ¢gkt! }T. In the standard AFC
system, the feedback path is firstly estimated by using an
FIR adaptive filter. Then the estimated feedback signal
0 (k) computed based on the feedback path estimate is
suppressed from the microphone signal x (k), forming an
error signal e (k), i.e.,

e (k) =m (k) —0(k), 2)
=z (k) + [fT T (k)} u (k) 3)
where ¥ (k) = 7 (l-cT) u(k) and f -

[fo (k) o ) o fr e ()] the Lj-
dimentional feedback path estimate. The loudspeaker
signal is produced by passing the error signal through the
forward path K (q) of the hearing aid, i.e.,

u (k) = K(q)e(k), )

where K (q) = |K|q~% with |K| and dj the gain and
the delay in the forward path, respectively. We assume
that there is at least one sample delay in the forward path
(di, = 1).

denoting

Loudspeaker

u(k) [[}

,1
Forward o Adaptive
K F ) Feedback
o k@ | | @ | G F@ | Fee
e (k)
i - v(k)
: 2 i)
e(k) *
Microphone x(k)

Hinh 1. The diagram of a hearing aid using standard AFC.

An optimal solution for the feedback path estimate can
be achieved by minimizing the cost function J (f') =

E {€*(k)} with respect to (w.r.t.) f as follows
fo=E{u(k)u” (&)} E{fu®)mE)}. )
By substituting (1) into (5), we obtain [1]
fo = £+ Ry (k) rus (k). (6)
—_—
bias

From (6) we observe a bias in the feedback path estimate.
This is due to the correlation between the incoming signal
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and the loudspeaker signal. The incoming signal now
behaves as a disturbance to the feedback canceler [2]. By
using normalized least mean square algorithm (NLMS),
the optimal coefficients of the feedback path can be
recursively approximated as

. r H

f(ky=ft(k-1)+ uT(k)u(k)—|—5u

where p denotes a step-size and § denotes a small
positive value added to avoid division by zero.

The transfer function A (q) of the closed-loop system
from the incoming signal to the loudspeaker signal is
computed as follows

(k)e(k), ()

K (q)

M w0 F )]

; ®)

where F'(q) is an estimate of F (q). According to the
Nyquist stability criterion, a linear closed-loop system is
unstable if both conditions for the loop gain and the loop
phase are satisfied [3], i.e.,

K (e7) [F (%) = F ()] 21
ZK (e7) [F (¢) = P (¢)] =27n, nez

©)
where w € [0, 27] denotes the angular frequency; K (e/*),
F (¢/*) and F (e/*) denote frequency responses of the
forward path, the feedback path and the feedback path
estimate, respectively. Therefore, all AFC methods try to

avoid at least one condition in (9) to be met.

III. CONVENTIONAL PEM-AFC

The conventional PEM-AFC [2], [14], [20] is popular
for reducing the bias in the feedback path estimate. Fig.
2 depicts the PEM-AFC model for a hearing aid with a
single microphone and single loudspeaker. This method
employs pre-filters to pre-whiten the adaptive filter inputs.
The incoming signal is assumed to be modelled by passing
a white Gaussian noise sequence, w (k), through a monic
and inversely stable all-pole filter, G~ (¢), i.e.,

(k) =G (@ w (k).

We define G (¢) as the estimated version of G (q)
and use it to pre-whiten the loudspeaker and microphone
signals as follows

(10)

up (k) = G (q)u (k)
my, (k) = G (q)m (k),

Y
(12)

where u, (k) and m,, (k) are the pre-whitened loudspeaker
and microphone signals, respectively. The incoming signal
after pre-whitening, z,, (k), is defined as

zp (k) =G (q)z (k). (13)
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Hinh 2. PEM-AFC model.

The prediction error signal e, (k) can be calculated as

ep (k) = my (k) — £7 (k) (k). (14)
T

where u,, (k) = {up (k). sup (k=L + 1)} denotes

al f-dimensional vector of the loudspeaker signal. For

the PEM-AFC the optimal solution of the feedback path

estimate can be obtained by minimizing the mean square

prediction error, £ {612) (k)}. ie.,

fy = E{u, (k) ul ()} E{u, (k)m, (k)}. (5)
The equation (15) can be rewritten as
fo=f+ R, (k) 7y, (k). (16)

bias

Substituting (10) and (13) into (16), we obtain an
unbiased solution for the feedback path estimate if the
assumption (10) is fulfilled, G (¢) = G (¢) and at least
one delay in the forward path is available. Note that both
the feedback path F(¢) and the AR model G (¢) can be
identified in closed-loop without adding a probe signal or
nonlinearities if the delay in the forward path is not smaller
than the length of AR model G (q) [2], [14].

The optimal coefficients fy of the adaptive filter in the
PEM-AFC can be recursively updated using the NLMS
algorithm as follows

8o o p
Ek) =1k 1)+uT(k:)up(k)+5

14

u, (k)e, (k). (17)

IV. PROPOSED APPROACH
A. PEMSC-IPAPA

In this subsection, we describe the proposed PEMSC-
IPAPA in detail. The PEMSC-IPAPA model is similar to
the PEM-AFC model, except a soft clipper (SC) block
is added and the IPAPA algorithm is used for estimating
coefficients of the block F'(¢) (cf. Fig. 3). We use similar
formulae of the microphone, feedback and error signals as
defined in (1) and (2), i.e.,

m (k) =z (k) +fla(k), (18)
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19)
(20)

e(k)y=m(k)—1v(k),
=z (k) + [v(k)—0(k)].
The pre-whitened loudspeaker, microphone and error

signals are also defined similar to those in (11), (12), and
(14), i.e.,

up (k) = G (q)u(k), Q1)
my, (k) = G (q)m (k) (22)
ep (k) =my, (k) — 7, (k). (23)

To limit the feedback contribution to the error signal, a
soft clipper is applied to the error signal, e (k), i.e.,

esc (k) = Atanh (e ()\k)> ,

where ) is a scaling parameter, eg¢ (k) is the soft-clipping
error signal. The parameter ) is selected such that the most
likely range of the incoming signal lies in the linear range
of the tanh-function, z (k) =~ Atanh (%’”) We adopt
this esc (k) to compute the pre-filter coefficients using
Levison-Durbin algorithm. As a result, the performance
of the acoustic feedback cancellation is improved [43].
The loudspeaker signal is generated by processing the soft-
clipping error signal through the forward path as follows

(24)

u(k) = K (q)esc (k). (25)

Let U(k) = [u(k),u(k—1),...,u(k—P+1)] be
a matrix of P recent loudspeaker vectors and m (k) be a
vector of P recent microphone signals,

m(k)=[mk),mE-1)....m(k-P+1]", ©6)

where P denotes projection order.
The vector of error signal is defined as

e (k) =m (k) —UT (k)f, (27)

while the pre-whitened version of those signals can be
expressed as follows

U, (k) =[u, (k),u,(k—1),...,u, (k—P+1)],
(28)

mp<k):[mp(k>7mp(k_1))"'7mp(k/’_P+1)}T>
(29)

e, (k) =m, (k) — UT (k) f. (30)

Instead of using the NLMS algorithm for estimating
the feedback path as in the conventional PEM-AFC, we
propose to adopt the IPAPA for this estimation. The IPAPA
exploits the sparseness of the feedback path and the fast-
converging adaptive filtering (APA). In particular, the
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IPAPA updates each coefficient of the adaptive filter by
using an adaptive step-size in proportion to the estimated
filter coefficient. Thus, faster convergence/tracking abili-
ties can be achieved compared to the NLMS algorithm.
In the proposed method, we minimize the cost function
J (f’) =F {ef, (k)} wrt. f, ie.,

min E {e (k)} . (31)

f

As a result, the optimal solution for the feedback path
estimate in (31) can be approximately computed using the
IPAPA as

f(k)y=f(k—1)+uB(k—1)U, (k).
[UT (k) B (k — 1)U, (k) + 81pxp] e, (K),
(32)
where B(k-1) =
diag {bo (k—=1),....b0,—1 (k- 1)} is a diagonal
matrix and § = %6 is a regularization parameter.

The diagonal elements of the diagonal matrix B (k — 1)
are calculated as follows

18 g B

bj (k): 2Lf Wy

(33)

where ¢ is a small positive constant added to avoid division
by zero. Noting that the IPAPA behaves like the APA for
B8 = —1, whereas it is similar to the PAPA for g =~ 1.
The suggested selections for the parameter /5 are -0.5 or

0 [48].
u(k) m
»
Copy of
: K@) F(q) [rw]
u, () [ N - - = o] o)
Ty > S.oft CJ m(k) —
: Ui |9sc(k) Clipperf oy~ + () @ wk)
'l ,(k) -
1 Mplie Py
- -Be—— W |

Hinh 3. Block diagram of the proposed PEMSC-IPAPA approach.

B. Stability analysis of the PEMSC-IPAPA

In this subsection, we analyze the convergence of
the proposed PEMSC-IPAPA in detail. We subtract both
sides of (32) from fp and let c(k) = fy — f(k),
L(k) = Ul'(k)B(k—1)U, (k) 4+ 6Lpgp, v (k) =
U7 (k) B (k —1) Uy, (k), resulting in

ck)=c(k—1)—uB(k—1)U, (k)T (k)e, (k).
(34)

TAP CHI KHOA HQOC CONG NGHE THONG TIN VA TRUYEN THONG 86


ILC
Line


Tran Thi Thuc Linh, Ngo Duc Thien

Hence,

ck)—c(k—1)=—uB(k—-1)U, (k)T " (k) e, (k).
(35)
A priori pre-whitening error vector, &, k) and a pos-

teriori pre-whitening error vector, €pos: (k

), are defined
N ea (k) = U} (k) [fo —f(k } (36)
Epost (k) = UL (k) [fo — £ (1) - (37)

Subtracting (36) from (37) and taking (35) into account
we obtain

Epost (K) = €a (k) = —U7 (k) [£ (k) = £ (k — 1)]
= —uy (k)T (k) e, (k) (38)
=U} (k) [c(k)—c(k—=1)]. (39)
Hence,
ck)=c(k—1)+B(k—1)U, (k) (k)v~ " (k).
[Epost (1) — €0 ()] @0
i.e.,
c(k)+B(k—1)U, (k)y " (k)ea (k) = c(k—1)+
B (k ) Uy (k) '7_1 (k) €post (k).
(41)

From (38) a posteriori pre-whitening error vector can
be rewritten as

Epost (k) = €4 (k) — py (k)T (k) e, (k).

To evaluate the energy we apply the square 5 — norm
to both sides of (41) yielding

(42)

e (k) + B (k= 1)U, (k) v~ (k) ea (K)|2 =

lle(k—1) + B (k— 1)U, (k) 7" (k) gpost (K1,

(43)

le (R)ll3 + i (k)" () U (k) BT (k - 1).

)
B(k—1)U, (k)™ (k) ea (k) =
lle (k = D)3 + egos (k)Y 5" (k) UL (k) BT (k= 1).
B (k1) U, (k) v~ (k) €post (k)
(44)
Let
a(k) =7 () U] 0BT (k- DB, o
U, (k)y~" (k)
the equation (44) can be rewritten as
le (R[5 + €& (k)a (k) eq (k) = [l (k= D)3+ 46)

Epost (k) a (k) epost (k).
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Applying expectation to both sides of (46) we obtain
E{llc ()3} + B {el (k)a(k) e, (k)} =
E{llc(k = 1)[3} + B {e]our (k) a (k) epost (k)}

Let d (k) =

(47)

E {||c (k)||§}, we reformulate (47) as

d(k)+ E{el (k)a(k)e
E{e

(k)} =d(k—1)+
(k) a (k) €post (k)}

Substituting (42) into (48) and assuming that dIp,p is
negligible (v (k) ~ T~ (k)) yields

(48)

post

A(k) —d (k- 1)~ B {e] (Dalkje, (1)
—2uE {el (k)a(k)e, (k)} .
The stability of the algorithm is guaranteed if d (k) <
d(k—1) for Vk, ie.,
WE {e; (k)a(k)e, (k)} —
2nE {el (k)a(k)e, (k)} <O0. 60
Hence,
26 (el (k) a (k) e, (1)}
B G wamewy O

V. COMPUTATIONAL COMPLEXITY

In this section, we compare computational complexity
between the proposed PEMSC-IPAPA and other base-
lines such as the PEMSC-NLMS, PEMSC-IPNLMS, and
PEMSC-APA. Table I summarizes the number of real
multiplications per output sample [49] for all mentioned
AFC methods. We assume that a real multiplication and
a real division have equal complexity. The computational
complexity for estimating the linear predictor coefficients
(LPC) using the autocorrelation matrix and the Levinson-
Durbin algorithm is w multiplications, where
N is the AR-model order and L is the frame length.
Additionally, each pre-whitened signal is computed using
N multiplications and the soft-clipping needs 2 multipli-
cations. Thus the PEMSC requires M = W# +
2N + 2 multiplications per output sample. For the NLMS
algorithm the complexity for estimating the adaptive filter
coefficients is 3L it 2 multiplications, where L ; is the
adaptive filter order [50]. In total, the complexity for
computing PEMSC-NLMS is M + 3L jt2 multiplica-
tions. The IPNLMS, APA, and IPAPA need 8Lf + 2,
(P?>+2P) Ly + 2P, (P? 4 3P +4) L; + 2P multipli-
cations, respectively.

In general, the PEMSC-NLMS has the lowest com-
putational complexity. The complexity of PEMSC-APA
is higher than that of PEMSC-IPNLMS, but they are
marginal if the projection order is small (e.g., for the case
of P = 2). Although the proposed method yields a higher
computational complexity than baselines, its performance
outperforms other baselines.
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Bang I
COMPUTATIONAL COMPLEXITY PER OUTPUT SAMPLE.

AFC methods Computational complexity #
PEMSC-NLMS M +3L;+2 263
PEMSC-IPNLMS M +8L;+2 583
PEMSC-APA M+ (P?+2P)L; +2P 585
PEMSC-IPAPA M+ (P? + 3P +4) L ;+2P 969

A numerical value is given for N = 20, L = 160, Lf = 64, and
P =2.

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the
proposed method in comparison with considered baselines.
We adopt feedback paths measured in two acoustic envi-
ronments, namely free-field and telephone-near. The free-
field (F1) feedback path is measured without obstacle be-
tween loudspeaker and microphone, while the telephone-
near (F3) feedback path is measured with a telephone
placed very close to the ear [51]. Fig. 4 depicts the
amplitude and phase responses of the measured feedback
paths.

We utilize three common metrics to evaluate the perfor-
mance of the AFC methods such as the normalized mis-
alignment (MIS), added stable gain (ASG) and perceptual
evaluation of speech quality (PESQ) [52]. A good AFC
method will have a low value of MIS, high values of ASG
and PESQ. The PESQ scores are defined in a range from
-0.5 to 4.5, where the values of -0.5 and 4.5 denote bad
and excellent speech quality, respectively. For the PESQ
measures, the incoming signal z (k) and the error signal
esc (k) are chosen as the reference and the test signals,

respectively. The normalized misalignment is defined as
[20]

T

L2
F (ej“’) — e Wl | (ej‘“)‘ dw
Jo 1F (e79)* dw

MIS =10 log 10

(52)
while the added stable gain is defined as [20], [53]
. 1
ASG =10log 19 | min - 5
@ ‘F (e3) — e—dwdso fr (ejw)’
101o i L
- min—— |,
SNCATIERTE
(53)

where dg; is a delay in the feedback canceler’s path;
F (&) and F (e/*) are frequency responses of the
true and the estimated feedback paths at the normalized
angular frequency w, respectively. We select the following
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Hinh 4. Measured feedback paths: a) Amplitude responses, b) Phase.

-180

parameters for all simulations: the sampling frequency
fs = 16 kHz, the delay in the forward path d;, = 96
samples, the gain in the forward path |K| = 30 dB, the
delay in the feedback canceler’s path dy;, 1 sample,
and the regularization parameter § = 1076, The lengths
of the true and estimated feedback paths are Ly = 100
and L P= 64, respectively. To avoid a highly increase in
the computational complexity we select a small projection
order, e.g., P = 2, for all AFC methods using affine pro-
jection algorithms like PEMSC-APA and PEMSC-IPAPA.
The incoming signals are recorded as described in [30].
We select the step-sizes for all AFC methods such that they
provide a similar initial convergence rate. For example, the
step size p = 0.001 is chosen for the PEMSC-NLMS
and PEMSC-IPNLMS, whereas p = 0.0008 is chosen
for both the PEMSC-APA and the PEMSC-IPAPA. In all
AFC methods using the PEM, a 20-order AR model of
the incoming signal is computed for every frame of 160
samples by using the Levinson-Durbin algorithm [54].

Scenario 1: In this scenario, recorded speech is used as
the incoming signal. The speech source is constructed by
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using 30 IEEE sentences spoken by 3 male and 3 female
speakers from NOIZEUS database [52]. In particular, the
speech input is produced by concatenating all 30 IEEE
sentences together. Furthermore, the feedback path sud-
denly changes from Fj to F5 after half of the simulation
time.

Fig. 5 depicts the normalized misalignment and added
stable gain of the proposed PEMSC-IPAPA in compar-
ison with those of PEMSC-NLMS, PEMSC-IPNLMS,
PEMSC-APA. It can be seen that the PEMSC-IPNLMS
and PEM-APA converge and track the change of the feed-
back path quicker than the PEMSC-NLMS. The PEMSC-
APA converges faster while yielding a similar tracking rate
compared to the PEMSC-IPNLMS. The proposed method,
PEMSC-IPAPA, outperforms all mentioned baselines.

Table II compares the performance of AFC methods
in terms of average misalignment (M 1S;), average added
stable gain (ASG);) corresponding to the F; feedback path
(¢z = 1,2), misalignment measured after 7 seconds in
the F; feedback path (MIS; ) and the necessary time
to reach x; dB of the misalignment corresponding to
the F; feedback path (7,,). Among them, the first two
terms are used to evaluate the steady-state error and the
added stable gain, while the last two terms are used to
evaluate the convergence/tracking abilities. The best values
are indicated in boldface. We select 7 = 4 s and k; = —15
dB for this scenario. We observe that the proposed method
outperforms all other baselines for both feedback paths.
Particularly, it achieves the highest values of MIS;,
M1IS5 and ASG;. It also provides higher ASG> than that
of the PEMSC-NLMS and PEMSC-APA, but a slightly
smaller ASG, than that of the PEMSC-IPNLMS. After
4 s the proposed method can reach approximately -16.4
dB and -20 dB of misalignment corresponding to the
first and the second feedback paths, while those values
for the PEMSC-NLMS, PEMSC-IPNLMS and PEMSC-
APA are -4.677 and -14.633 dB, -12.201 and -18.436
dB, -13.986 and -18.391 dB, respectively. Moreover, the
needed time for the proposed method reaches to -15 dB
of misalignment is much shorter than other baselines for
both feedback paths. These results are consistent with the
results shown in Fig. 5. Note that the average misalignment
(M1S;) and average added stable gain (ASG;) are com-
puted over 30 s (i.e., 480000 samples) of each realization.

Fig. 7 illustrates the output signal received at the loud-
speaker of the HA for all considered AFC methods. It
can be seen that all AFC methods suffer from howling at
initialization and the sudden change of the feedback path.
The PEMSC-NLMS has the longest howling periods. The
howling periods in the PEMSC-IPNLMS are shorter than
those in the PEMSC-NLMS but longer than those in the
PEMSC-APA. Among them, the proposed PEMSC-IPAPA
provides the shortest howling periods. These observations
match well with the results shown in Fig. 5 and Table
II, which demonstrate that the proposed method achieves
quicker convergence and tracking rates compared to those
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Hinh 5. Performance of the proposed methods, speech input, feedback

path changes from free-field (F) to telephone-near (F3) after 30 s, a)
MIS, b) ASG.

of baselines.

Table III shows the PESQ measures during the last
15 seconds of the incoming signal corresponding to the
ith feedback path, namely PESQ,; for the period 15 s
- 30 s and PESQ, for the period 45 s - 60 s. It is
shown that all considered AFC methods achieve very
good speech quality (PESQ scores > 4 for both feedback
paths) when the system has converged. Although the PESQ
scores of the proposed methods are comparable with those
of baselines, it outperforms all baselines in terms of
convergence/tracking rates.

Scenario 2: In this scenario, recorded music is used
as the incoming signal. Particularly, the song "Imagine"
by John Lennon is selected as the music incoming signal.
Moreover, the feedback path suddenly changes from Fj to
F5 after half of the simulation time. We choose 7 = 4 s,
k1 = —8 dB and ko = —15 dB for this scenario.

Fig. 6 depicts the performance of all considered AFC
methods in the second scenario. It can be observed that
both PEMSC-IPNLMS and PEMSC-APA yield quicker

TAP CHI KHOA HQOC CONG NGHE THONG TIN VA TRUYEN THONG 89


ILC
Line


IMPROVED PROPORTIONATE AFFINE PROJECTION ALGORITHM FOR ADAPTIVE FEEDBACK CANCELLATION

EVALUATE PERFORMANCE OF PEMSC-NLMS, PEMSC-APA, PEMSC-IPNLMS, PEMSC-IPAPA FOR SPEECH AND MUSIC AS THE INCOMING

Bang II

SIGNALS, FEEDBACK PATH CHANGES FROM FREE-FIELD (F7) TO TELEPHONE-NEAR (F3) AFTER 30 S.

AFC methods Incoming signals ~ MIS1[dB] ASG1[dB] MIS1.[dB] 71xls] MIS2[dB] ASGao[dB] MISs -[dB]  To,k[s]
PEMSC-NLMS -16.023 17.656 -4.677 8.312 -20.115 21.194 -14.633 4.190
PEMSC-IPNLMs ~ Concat. speech -17.739 19.008 -12.201 5.357 -21.154 22.221 -18.436 2.470
PEMSC-APA -17.616 19.141 -13.986 4.401 -20.851 22.084 -18.391 2.302
PEMSC-IPAPA -18.266 19.829 -16.403 3.505 -21.335 22.112 -19.967 1.669
PEMSC-NLMS -11.493 14.066 -6.184 4.629 -16.568 17.354 -12.324 7.172
PEMSC-IPNLMS Music -12.143 14.638 -9.270 3.251 -17.290 18.149 -14.421 4.340
PEMSC-APA -12.461 14.359 -11.147 3.049 -17.428 18.302 -16.522 2.842
PEMSC-IPAPA -13.031 15.116 -12.391 2.076 -17.656 18.318 -16.988 2.295
Béng III
5 PESQ MEASURES OF THE PEMSC-NLMS, PEMSC-APA,
PEMSC-NLMS PEMSC-IPNLMS, PEMSC-IPAPA, WITH A SUDDEN CHANGE OF
T ;:ngf’x“‘s FEEDBACK PATHS FROM F; TO F2 AFTER 30 S, CONCATENATED
0  PEMSOIPAPA SPEECH AS INCOMING SIGNAL.

MIS [dB]

Time [s]

(@)
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Hinh 6. Performance of the proposed methods with music input, feedback
path changes from free-field (F7) to telephone-near (F3) after 30 s, a)
MIS, b) ASG.

convergence and tracking rates than the PEMSC-NLMS.
The PEMSC-APA obtains a similar convergence rate to
that of the PEMSC-NLMS, but a faster tracking rate.
The PEMSC-IPAPA provides further improvement in con-
vergence and tracking rates compared to the PEMSC-

SO 03 (CS.01) 2021

AFC methods PESQ; PESQ,
PEM-NLMS 4.40 4.30
PEM-IPNLMS 4.42 4.30
PEM-APA 4.39 4.27
PEM-IPAPA 4.41 4.26

APA while retaining a similar steady-state error. These
observations are consistent with the results shown in Table
II in which the proposed PEMSC-IPAPA achieves the best
scores of all evaluated terms for the music incoming signal.

Fig. 8 shows the output signal received at the loud-
speaker of the HA for all considered AFC methods with
music as the incoming signal. Similar to scenario 1 with
the speech incoming signal, the proposed method also
yields the shortest howling periods, while the PEMSC-
NLMS yields the longest howling periods. The PEMSC-
APA has shorter howling periods than both PEMSC-
NLMS and PEMSC-IPNLMS. These observations also
match well with the results shown in Fig. 6 and Table
II.

VII. CONCLUSIONS

In this paper, we propose a new AFC approach for
HAs. In the proposed approach, PEMSC-IPAPA, we em-
ploy a soft clipper on the error signal as well as inte-
grates the TPAPA for adaptive feedback canceller. The
soft clipper limits feedback contribution. The IPAPA takes
advantage of a fast-convergence filtering technique (APA)
and the feedback path sparseness, which allows for a
tap-dependent step-size for updating the adaptive filter
coefficients. Stability analysis of the proposed approach is
also provided. Simulation results show that the proposed
PEMSC-IPAPA achieves a significant improvement in
convergence/tracking rates, average MIS and average ASG
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Hinh 7. The output signal of the PEMSC-IPAPA and baselines, with a sudden change of feedback paths from F; to Fo after 30 s, concatenated

speech as incoming signal.

compared to other state-of-the-art AFC approaches in most
scenarios while retaining good signal quality. Furthermore,
the PEMSC-IPAPA yields the shortest howling periods for
both recorded speech and music as the incoming signals
and a sudden change of the feedback paths. However, the
improvements from using the proposed PEMSC-IPAPA
come at an increased cost in computational complexity.
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THUAT TOAN AFFINE PROJECTION TY LE CAI TIEN CHO
LOAI BO PHAN HOI AM THANH TRONG MAY TRQ THINH

Tom tit—Phan hoi Am thanh la mot van dé chmh trong
may trg thinh dang mé. N0 lam giam dang ké chét lugng tin
hiéu va han che do lgi on dinh cuc dai co thé nhan dude.
Loai bo phan héi thich nghi (AFC) 1a mot phu’dng phap phé
bién va hiéu qu4, tuy nhién, phuong phap nay c6 sai so trong
viéc udc lu’dng kénh phan hoéi do su tuong quan cao gitra tin
hleu tai loa va tin hiéu dAu vao mlc, dac biét la khi tin hiéu
dAu vio mic 1 tin hiéu phé mau, vi du nhu tleng n01, am
nhac. Phu’dng phap du doan 16i (PEM) kha phd bién dé loai
tru sai so nay, két qua la hiéu suét duge nang 1én dang ké. DE
cai thién hon nira hleu suat cua phuong phap PEM thong
thuong ching toi dé xuét tlch hap thuit toan IPAPA vao
PEM. Phu’dng phap dugce dé xuét, tén la PEMSC-IPAPA, sw
dung cac dac diém thwa thét cta kénh phan hoi Am thanh va
ky thuat loc thich nghi nhanh dé ning cao toc dd hoi tu/theo
dau. Bai bao ciing phan tich chi tiét phuong phap AFC aé
xuét va phan tlch do on dinh cua phuong phap Chung toi
danh gia hiéu suét clia phuong phap dé xuét sir dung tleng
noi, Aam thanh lam tin hleu dau vao mic va kenh phan hoi
thay d01 dot ngot Cac Kkét qua md phong cho thay phu’(mg
phap aé xuat 6 the do hoi tu/theo diu cao trong khi van
duy tri chét luong tin hiéu va 16i & trang thai 6n dinh tuong
duong so voi cac phu’Gng phap hién thoi.

Tit khéa—Loai bo phan hdi 4m thanh, Phu’(mg phap du
doan 101, IPAPA, do loi on dinh cuc dai, toc do hoi tu/theo
diu.
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