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Abstract: Calculating the energy consumption 

plays an important role in planning as well as in 

managing the server clusters. It attracted many 

researchers in proposing the approaches to effectively 

reduce the energy consumption costs. However, some 

of these researchers have omitted several practical 

aspects with regard to the operation of servers when 

modeling their models. As a consequence, they may 

not have adequate facts for calculating the amount of 

electrical energy consumed by servers. This paper has 

investigated the impact of some practical aspects in 

the operation of servers on calculating the time that 

the servers consume energy. Three different aspects 

are considered: S1) the avoidance of turning off the 

server during the setup process, S2) the separate 

switching times required for each server, and S3) the 

necessity of allowing for the shutdown time of each 

server. The results show that, the assumption for 

turning off the server during its setup process should 

be carefully applied. Additionally, we might omit the 

shutdown time while still keeping the accuracy of 

models. 

Keywords: Server cluster, practical aspects, setup 

time, shutdown time. 

I. INTRODUCTION 

Energy consumption accounts for a significant 
portion of a server cluster's budget. Therefore, the 
optimization of energy consumption has become a key 
focus point in the design and management of server 
clusters. This has resulted in much interest being 
generated over the years in how to most effectively 
reduce these energy consumption costs. Unfortunately, 
due to simplification and tractability of several 
models, many researchers have omitted some practical 
aspects with regard to the operation of servers. 
Theoretically, the energy consumption of a server is 
proportional to the time that it consumes electrical 
energy at each state. Thus, when researchers disregard 
these practical aspects, they may not have adequate 
facts for calculating the amount of electrical energy 
consumed by servers. This paper investigates the 
impact of some practical aspects in the operation of 

servers on calculating the time that servers consume 
energy. The considered aspects are S1) the avoidance 
of turning off the server during the setup process, S2) 
the separate switching times for each server, and S3) 
the necessity of allowing for the shutdown time of 
each server. 

In [1-3], the authors applied the Dynamic Power 
Management (DPM) as well as the Dynamic 
Voltage/Frequency Scaling (DVFS) algorithms to 
optimize the energy consumption in their model. More 
precisely, the authors [4] applied DPM to 
activate/deactivate the servers, and utilized DVFS to 
choose the execution speed for the activated servers. 
They proposed a strategy to minimize the energy 
consumption and the mean response time. To do so, 
they assumed that the control period is sufficiently 
long enough to compensate for the energy 
consumption of the activation and the deactivation 
energy overhead of servers. However, the proposals 
based on DPM or DVFS only solve a part of the 
problem as the server still consumes around     of 
the peak power in its idle state [5]. Additionally, DPM 
should be applied carefully in order to reduce the 
energy consumption [6]. 

In [7, 8], the authors applied operational policies 
for turning on/off servers to control their energy 
consumption. Two thresholds which dynamically 
drive the number of idle servers were proposed [9]. 
Several analytical models [10-12] were introduced 
which control the number of idle servers to reduce the 
energy consumption. However, some practical aspects 
were omitted that would make these models 
mathematically tractable. More precisely, the authors 
disregarded the shutdown phase of servers. As a 
matter of fact, the servers still consume peak power 
during shutdown periods. Moreover, the number of 
operative servers is decreased during shutdown 
periods which directly limits the available servers to 
serve jobs. Another assumption is that servers can be 
turned off in the setup process. 

The author [13] proposed having a subset of 
powered up/down servers in a block. They applied two 
thresholds to power up and power down a block of 
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servers called reserve servers. They further allowed 
turning off the servers during the setup process. They 
assumed that the block of reserve servers could be 
operative simultaneously after they finished the setup 
process. When turning off a server, if it is still busy, 
the serving job will be interrupted. This job will 
resume if there is any idle server available. 
Additionally, the server which is not serving any job 
will be idle. The shutdown time was disregarded in 
their model. Some of these assumptions are 
impractical in server operation as well. 

Recently, the authors [14] first took into account 
some practical aspects in server operation under 
various workloads. However, they considered the 
accuracy of the models only rather than the operational 
policy as [13]. 

Motivated by [13] and [14], we investigate the 
impact of some practical aspects, i.e. S1, S2, and S3, 
in operating server clusters with a block of reserve 
servers. The operative servers are either idle or busy 
which consume power       or     , respectively. It 
should be noted that the dynamics of our model is 
different from other model presented [13] in the sense 
that we do not turn off the server during setup process, 
we allow each server its own switching times, and we 
take into account the shutdown time required by the 
server to complete its shutdown process. 

Specifically, our contributions in this paper 
include: 

 Measuring the difference between the models 
with and without practical aspects of server 
operation in terms of the mean response time 
and the average energy consumption. 

 Claiming that the omitted practical aspects in 
server operation in some models might not 
lead to a loss of accuracy in such models. 
However, the accuracy of calculating the 
amount of consumed energy used by the 
servers can be improved with knowledge of 
these aspects 

The rest of the paper is organized as follows. 
Section II presents the abstract model which is 
considered throughout this paper. The performance 
measures and the energy consumption metrics are 
provided in Section III. The simulation results are 
demonstrated in Section IV.  Finally, Section V 
concludes our work. 

II. SYSTEM MODELING 

 
 

Fig. 1 illustrates the model of a server cluster with 
thresholds to power up/down the reserve servers 

(Table I explains the notations). The server cluster 
consists of   identical servers, of which   are 
reserved. Initially, the       operative servers are 
idle and are ready to serve jobs, the remaining   
reserve servers are off. An operative server can serve 
one job at a time following the FCFS policy. The 
service time of each server follows an exponential 

distribution with mean   ⁄ . 

There are two thresholds to power up and power 
down the reserve servers. 

 Threshold  : when the number of jobs in the 
system at time  , i.e.      exceeds the upper 
threshold and the reserve servers are off, they 
will be simultaneously powered up; however, 
each server has its own setup period which is 

distributed exponentially with mean   ⁄ . 

 Threshold  : when the number of jobs in the 
system at time  , i.e.      drops below the 
lower threshold and there are no off servers, 
there are   servers will be powered down. 
Each server takes an exponentially distributed 
shutdown time independently of the others 

with mean   ⁄ . 

 Furthermore, when a server is in setup process, it 
can not be turned off. The operator must wait until that 
such server has finished the setup process before it can 
be powered down if needed. 

 Jobs arrive at the servers according to a Poisson 
process with rate    . Jobs will be enqueued if there 
are no available servers to serve them. When the 
operator chooses   servers to power down, if there are 
not enough idle servers in the system, he must power 
down other servers that are occupied. This action 
results in interrupted jobs moved back to the queue 
with a priority. When there is an idle server available, 
the interrupted job will be resumed. Note that the 
number of servers powered up/down does not exceed 
 . 

III. PERFORMANCE MEASURES AND 

ENERGY CONSUMPTION METRICS  

Following [6, 14], let    be the waiting time in the 

queue of a job   before service and    be the service 

time needed to process a job  . The interrupted time    

of a job   is the time since that job was interrupted to 
the time it resumes. Obviously,      if a job   was 

not interrupted, otherwise,      . The response time 

   of a job   is the time period between its arrival and 

its departure. Therefore,            . 

The mean waiting time      , the mean service 
time      , the mean interrupted time      , and the 
mean response time       of   completed jobs are 
calculated as follows: 

             
 

 
∑   

 
             

    (1) 

             
 

 
∑   

 
             

    (2) 
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The long term average waiting time, the long term 
average service time, the long term average interrupted 
time, and the long term average response time are 
defined as 

                              
     (5) 

                              
         (6) 

                               
        (7) 

                              
         (8) 

Servers consume peak energy in serving job, in 
setup process, and in shutdown process. When the 
servers are busy, the consumed energy is used to 
process jobs. In the setup and the shutdown periods, 
consumed energy is needed because of the natural 
dynamics of the servers, yet it can not be used for 
processing jobs, therefore, it should be minimized. 

Let      ,      ,       and        denote the time 
a server   spent in the busy, idle, setup and shutdown 
periods within the time interval  , respectively. Let the 

departure time of the job    , which is completed, be 
  . Define         as the mean useful energy 
consumption per job which a server consumes to 
process a job up to the time   ,         as the mean 
idle energy consumption per job which a server 
consumes at idle state up to the time   , and          
as the mean switching energy consumption per job 
which a server consumes during either setup or 
shutdown periods up to the time   . We have, 

             
    ∑        

   

 
          

       (9) 

             
     ∑        

   

 
                  

(10) 

             
    ∑                 

   

 
    

     (11) 

where      and       are the power consumption of 
each server at busy/setup/shutdown and idle states, 
respectively. Therefore, the mean energy consumption 
per job up to    is calculated as 

                                  
     (12) 

The long term average energy consumption per job 
are defined as 

                            
      (13) 

                            
      (14) 

                            
      (15) 

                           
         (16) 

Table I shows the parameters, the performance 
measures, and the energy metrics which were used in 
the simulation. 

Table I. Notations 

  number of servers in the system  

  number of reserve servers  

        number of servers which is off at time   

     number of jobs in the system at time   

  
upper threshold of the number of jobs in 
the 
system to power up servers  

  
lower threshold of the number of jobs in 
the 
system to power down servers  

     average active power of server 

      average idle power of server 

   average waiting time 

   average service time 

   average interrupted time 

   average responese time 

    
average useful energy consumption per 
job 

    average idle energy consumption per job 

    
average switching energy consumption 
per job 

   average energy consumption per job 

 

IV. SIMULATION EXPERIMENTS 

We built a software to simulate the abstract model. 
Simulation runs were performed with the confidence 
level of     and the accuracy (i.e. the ratio of the 
half-width of the confidence interval and the mean of 
collected data) is less than     . 

Throughout the simulation, the number of servers 

is      the mean service time is   ⁄    , the 

mean setup time is ten times longer than the mean 

service time, i.e.   ⁄     , the mean shutdown time 

(if any) is   ⁄     which is a fifth of the mean setup 
time. We chose the reference server [15] which 
consumes average active power and average idle 
power of            and            , 
respectively. 

We compared 4 following models: 

Table II. Models in simulation 

Model Disallow 
turning 

Disallow 
finishing 

Server 
has 
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off a 
server in 

setup 
process 

(S1) 

switching 
periods of 

servers 
simultaneously 

(S2) 

shutdown 
time (S3) 

M003   x 

M000    

B123 x x x 

B120 x x  

 

Model M000 has the same dynamics as [13]. The 
shutdown time (S3) is added into model M003. We 
applied all three practical aspects in model B123. The 
model B120 does not take the shutdown time into 
consideration. 

Fig. 2 shows the mean response time for all models 
versus threshold  . Apparently, there is asymptotic 
behavior of the mean response time between the pair 
of models M00x as well as that of models B12x 
against threshold   . It suggests that we might omit 
the aspect S3 in modeling the server clusters while still 
maintaining the accuracy of models in terms of the 
mean response time. However, these pairs of models 
have the reversed trends. At the small values of 
threshold   , the models with aspects S1 and S2 
(B12x) give a higher mean response time than the 
models without them (M00x). Yet for the larger values 
of threshold   , this order is reversed. Interestingly, at 
thresholds       and      , four models show 
almost the same mean response time. The reason for 
this phenomenon is that at these values of   , the 
difference between    and    is around    which is 
equal to the number of servers in the system    
   . Therefore, the rate of switching reserve servers is 
medium. This implies that after the system powers up 
the reserve servers, it runs with the maximum number 
of operative servers for a long duration before powers 
down them. In other words, there are more available 
servers to serve jobs. Hence, the jobs incur shorter 
waiting times. 

 

Figure 2. Mean response time versus up thresholds. 

                ⁄        ⁄         ⁄       

         

Fig. 3 shows the mean response time of the job at 
different workloads. As expected, the figure reveals 
that the mean response time is asymptotic to the mean 

service time at       , whereas it becomes larger as 
  approaches to  . For the workload greater than    , 
the significant differences between the models M00x 
and models B12x increase gradually. The explanation 
for these differences is as follows. When the arrival 
rate is high enough, the number of jobs in the waiting 
queue is high which causes accumulative long waiting 
time for the jobs in all models. Additionally, in the 
models with aspects S1 and S2, if the number of jobs 
in the system drops below threshold   during the 
setup processes, the reserve servers do not allow being 
turned off. In other words, the reserve servers have to 
wait until finishing their setup processes. During these 
periods, due to the high arrival rate of jobs, there 
might have many jobs accumulated in the waiting 
queue which results in long waiting times. Whereas, 
this phenomenon does not occur in the models without 
aspects S1 and S2 due to the reserve servers are turned 
off immediately during setup process. Hence, the 
mean response time of jobs in the models with aspects 
S1 and S2 is longer than the mean response time of 
jobs in the models without them. 

 

Figure 3. Mean response time versus workload. 

        ⁄        ⁄         ⁄           

          

Fig. 4 illustrates the mean response time of job in 

the case of the mean service time is large    ⁄  

          compared to the mean setup time    ⁄  

     and the mean shutdown time    ⁄     . It is 
interesting to observe that, when the service time is 
large enough, the impact of these practical aspects is 
insignificant. 
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Figure 4. Mean response time versus workload. 

        ⁄              ⁄         ⁄       

              

Fig. 5 presents the average energy consumption for 
each job. The general trends are that the average 
energy consumption per job decreases with the values 
of threshold   . When   is large, the aspects S1 and 
S2 might be omitted as well as S3 while maintaining 
the accuracy of the model. Conversely, when   is 
small, there is a trade-off between the mean response 
time of the job (Fig. 2) and the average energy 
consumption per job (Fig. 5). Thus, we should omit 
the practical aspects with care in the case of the 
threshold   is small compared to the threshold   as 
well as the number of servers in the system  . 

 

Figure 5. Average energy consumption per job versus 

up thresholds.                 ⁄        ⁄  

       ⁄                

 Fig. 6 shows the same trends with Fig. 5. It is 
worth noting that the average idle energy consumption 
in this scenario is very small, so the average switching 
energy consumption contributes a significant portion 
to the average energy consumption. At small values of 
 , the models with aspects S1 and S2 consumes less 
energy than those without that of aspects. It is trivial to 
explain the decreasing average energy consumption at 
the high values of   while the value of   remains 
constant. Take threshold      as an example, at 
first state, the model runs with           
    operative servers. The condition to power up 
    reserve servers is that the number of jobs in the 
system exceeds   . While at threshold     , to 
power up the reserve servers, the number of jobs in the 
system must be at least    which is two times larger 
compared to the former case. Hence, the rate of 
switching reverse servers decreases with threshold  . 

 

Figure 6. Average switching energy consumption per 

job versus up thresholds.                 ⁄  

      ⁄         ⁄                

V. CONCLUSION 

This paper has investigated the performance 

measures in terms of the mean response time and the 

average energy consumption per job in models with 

and without practical aspects, i.e. not turning off the 

servers during setup, allowing each server its own 

switching times, and requiring shutdown time when 

powering down the server. The results show that: 

 The assumption for turning off the server 

during its setup process should be carefully 

applied in modeling the server cluster. This 

aspect shows the considerable impact of 

energy consumption on the operative servers 

and affects the length of time that energy is 

consumed. 

 The shutdown time might be omitted while 

still keeping the accuracy of models. 

 The models with/without these practical 

aspects do not show significant differences 

when the mean service time is large enough 

compared to the mean switching times. 

The results in this paper might be useful to 

operators who desire to evaluate the performance and 

to calculate the energy consumption of their server 

clusters. In the future, we would consider the practical 

aspects in terms of migration costs when transferring 

the interrupted jobs to another server which were not 

considered in [13]. 
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