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Abstract: In this paper, we study the throughput
performance in a content-centric mobile ad hoc
network, where each node moves using multihop
according to the random walk mobility model and
requests a file from the library independently at
random, according to a Zipf popularity
distribution. In our network model, we assume
that each file consists of K distinct segments of
equal size such that each of n mobile nodes is able
to transmit completely one segment to one of its
neighbor cells in one time slot. Using multihop
transmission, the throughput scaling law is
analyzed based on the following two reception
strategies, which are introduced to determine how
K distinct segments are fully delivered to the
requesting node in turn to rebuild the desired file:
A sequential reception and a random reception.
Then, we analyze the throughput of the content-
centric wireless networks and find the optimal
cache allocation strategies analytically, which
maximize the throughput. Our main result
indicates that the throughput obtained from the
random reception strategy outperforms the
sequential reception case.

Keywords:  Caching, content-centric network,
mobile ad hoc network, file segmentation, scaling
law.

I. INTRODUCTION

Over last decade, Internet traffic has been
increasing rapidly. Data caching [1], which brings
contents closer to users, has emerged as a promising
technique that deals with the exponential growth of
internet traffic [2]. Thanks to the benefits of
replicating popular contents across networks, caching
techniques play an important role in maintaining the
sustainability of future wireless networks.

As the number of users continues to grow
dramatically, the capacity scaling law behavior has
been widely studied in large wireless networks. In [3],
Gupta and Kumar showed that, for a static ad hoc
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network with n source—destination pairs randomly
distributed in a unit area, the per-node throughput of

the order of /k’% is achievable using the nearest

neighbor multihop transmission. Besides multihop
transmission, there have been various research
directions to improve the per-node throughput up to a
constant scaling by using hierarchical cooperation [4]
and node mobility [5][6].

Contrary to the studies on the conventional ad hoc
network model in which source-destination pairs are
given and fixed, investigating content-centric ad hoc
networks would be quite challenging. As files are
cached by numerous nodes over a network, finding the
closest content holder of each request and scheduling
between requests are of crucially importance for the
overall network throughput. The scaling behavior of
content-centric ad hoc networks has received a lot of
attention in the literature [7-10]. In static ad hoc
networks, throughput scaling laws were analyzed
using multihop communications [7][8], which yields a
significant performance gain over the single-hop
caching scenario. In addition, in [9], performance on
the throughput and delay was investigated for mobile
ad hoc networks under various mobility models by
showing that increasing the mobility degrees of nodes
leads to worse performance. Such an analysis was
extended to static and mobile hybrid networks with
multiple base stations, [10][11], where the fluid model
[6] allowing the size of each file to be arbitrarily small
is adopted. Thus, the time required for transmitting a
file is assumed to be much smaller than one time slot.

In addition, caching using file segmentation, which
is a popular configuration of coded caching, was
introduced in [12][13], where each file is formed by K
encoded segments and each user downloads a part of
K segments to rebuild the original file.

In this paper, we consider a content-centric mobile
ad hoc network using file segmentation, where each
node moves according to the random walk mobility
model (RWMM) and requests a file from the library
independently at random, according to a Zipf
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popularity distribution. Specifically, instead of using
the fluid model, we take into account the case where
the size of each file is so large that it cannot be
successfully transmitted in one time slot. Then, each
file is divided into K distinct uncoded segments of
equal (unit) size such that each of n mobile nodes is
able to transmit completely one segment to one of its
neighbor cells in one time slot. We introduce the
following two reception strategies to decide how K
distinct segments of a file are fully delivered to the
requesting node: A sequential reception and a random
reception. Based on the two reception strategies, the
throughput scaling law is shown and optimized by
finding analytically the optimal cache allocation
strategies in terms of maximizing the throughput. Our
main result indicates that the throughput obtained
from the random reception strategy is superior to that
of the sequential reception strategy.

We use the following asymptotic notation: i)
f(x) = 0(g(x)) means that there exist constants C
and ¢ such that f(x) < Cg(x) for all x> c, ii)

f(x) =o0(g(x)) means that limx_,w% =0, iii)

f) =0(g) if gt =0(f(x), iv) fx) =
?(%(x)) if f(0)=0(g() va f(x)=0(g()
14].

Il. NETWORK MODEL

We consider a content-centric mobile ad hoc
network formed by n mobile nodes, which are
assumed to be uniformly distributed into a unit torus.
We adopt the random walk mobility model for the
node’s mobility pattern. In particular, the unit torus is
divided into n square cells, i.e., the unit torus
becomes a v/n x v/n discrete torus. The next location
of a node located in the cell (i, j) will be in one of the
four neighbor cells (i —1,j), (i,j— 1), (i+1,)),
(i,j + 1) with equal probability. Thus, the given
random walk model assumes that each node moves a
distance %ﬁ after each time slot.

We assume that the request probability of file

me{1,..,M} following a Zipf popularity
distribution is given by p,,, = % where H, (M) =

M i~%and a > 0 is the Zipf exponent. High values
of @ means that most of the requests are generated
from a few most popular files.

In our work, instead of assuming that the sizes of
files are arbitrarily small so that the time required for
transmitting a file is much smaller than one time slot
as in the fluid model, we adopt the segmented
downloading technique for file transmissions.
Specifically, each file is assumed to be divided into
K = 0(n#) distinct uncoded segments of equal (unit)
size, where 0 < g <1, such that each of n mobile
nodes is able to completely transmit one segment to
one of its four neighbor cells in each time slot. A
segment received by a node in a given time slot
cannot be transmitted by the node until the next time
slot. Similar to the peer-to-peer content delivery
system that implemented a kind of segmented
downloading technology, the requesting node receives
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the desired file after collecting all K desired segments
and recombining the parts into the file. In our content-
centric network, each node is assumed to be equipped
with a local cache, which is installed to store at most
S = O(K) distinct segments.

Consistently with the current information theoretic
literature on caching networks, a caching scheme is
formed by two phases: caching placement and
delivery. Equivalently, the problem consists of storing
files in the caches such that the delivery is as efficient
as possible. We first describe the caching phase,
which determines how to cache segments of files in
the on-board memory of n nodes. Let X,,,; denote the
number of replicas of segment i of file m e
{1, ..., M}. Similarly as in [7][9][11], we employ the
random caching strategy such that X, ;replicas are
distributed uniformly and at random over the caches
in n nodes. Suppose that X,,; =X, for all i€
{1, ...,K}, where X,, is the number of replicas of file
m in the network, we will drop the index i and denote
Xmi by X,,,. Note that in the delivery phase, the
positions of X,,, nodes storing segment i of file m will
be changed independently and randomly over time
due to the node mobility. In order for a cache
allocation to be feasible, {X,,}}_, should satisfy the
following total caching constraint:

M_ KX, <nS. 1)
Now, let us describe the delivery phase of the
requested files, which allows the requested files to be
delivered to the corresponding nodes over wireless
channels. During the delivery phase, each node
downloads its requested file (possibly via multihop)
from one of the nodes storing the requested file in
their caches. We adopt the protocol model [3] for
successful content delivery. In particular, let d(u,v)
denote the Euclidean distance between nodes u and v.
Then, content delivery from node u to node v is
assumed to be successful if and only if d(u,v) > r
and there is no other active transmitter in a circle of
radius (1 + V)r from node v, where r and V> 0 are
given protocol parameters.

I1l. CONTENT DELEVERY ROUTING IN
MOBIE MULTIHOP NETWORKS

A. Reception strategies

In this subsection, we describe the two reception
strategies illustrated in Fig. 1, which represents a way
of how K segments of the desired file are delivered to
the requesting node.

e Sequential reception: All K segments of a file are
delivered in sequence. As illustrated in Fig. 1(a),
the requesting node receives the first segment,
denoted byX,,, of file m, the second segment
Xm,2, and the third segment X,,, 3 in sequence until
it receives all K distinct segments of the desired
file.

e Random reception: The requesting node receives
the segments in an arbitrary way. As illustrated in
Fig. 1(b), it first receives the second segment X, ,
of file m, which is the nearest one. Then, the
second nearest segment (i.e., X,,, 3) is delivered to
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the requesting node. This continues until the
requesting node receives all K distinct segments of
the desired file.

Ja(n)
S| =
()6 @ ° Xm,l
A Xp2
, 0w W X
A ‘e -» Routing path
& The requesting
° A node
(a) Sequential reception
Ja(n)
] -
[ J e (;1.«"'
A @
(1‘)\8' ® Xn1
A vaz
u n Xm,3
A -> Routing path
m | & The requesting
o A node

(b) Random reception
Figure 1: Multi-segment reception strategies for file m.

B. Segment Delivery Routing Protocol

In this subsection, we introduce the segment
delivery multihop routing protocol used in our
network model. For multihop transmission, the
network of unit area is divided into a(n)~! square

routing cells of equal size, where a(n) = Q(lorg,n)

and a(n) = 0(1), so that each routing cell has at least
one node with high probability [3]. Assume that
topology discovery and data reachability have already
been accomplished in the network, so that each node
knows to whom it can forward a requesting message
in order to reach the desired segment holder. We
implement a multihop routing strategy for segment
delivery based on routing cells whose size is a(n).
Each routing cell is activated regularly once every
1+ c time slots to avoid any collision, where ¢ >
Odenotes a small integer independent of n.

As illustrated in Figure 2, we apply the routing
protocol in [11], which operates based on the network
topology, i.e., the initial distance between a requesting
node and its closest holder. When the requesting node
is located inside the transmission range of any node,
which is holding the requested segment, it will be
served within one time slot. Otherwise, the requesting
node needs to find its closest holder (in the Euclidean
distance) of the desired segment. A requesting
message is delivered to the closest holder along the
adjacent routing cells via multihop in forward
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direction. Then, the desired segment chases the
requesting node, which moves according to the
RWMM via multihop in backward direction.

Ja(n)
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A The requesting node
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(a) The first phase

a(n)
Ja(n) I 4 The requesting node
c3 « Relay nodes
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C x’\ — Chasing steps
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AN
( (; the requesting node
A‘C 5

(b) The second phase
Figure 2: The segment delivery routing protocol.

IV. THROUGHPUT ANALYSIS

Similarly to [10][11], we establish the following

lemma, which characterizes the throughput
performance.
Lemma 1: For any mobile node requesting segment i
of file m € {1,...,M}, the average initial distance
between any requesting node and its closest holder of
segment i of file m is O (ﬁ) where X,,,; is the
number of replicas of i of file m stored at nodes.

Now, let us turn to analyzing the throughput of
cache-enabled mobile networks according to the two
reception strategies.

1) Sequential reception

In this case, all K segments of a file are delivered
in sequence. From Lemma 1, using the segment
delivery routing protocol shown in the previous
section, one can see that there is no need to cache
more than a(n)~! replicas of any segment over the
network. Thus, using the fact that X,,,; = X, for all
ie{l,..,K} and me{1,..,M}, we impose the
following individual caching constraints:

-1
{XmXS a>(n1) , @
m =

We are ready to show the first theorem, which
shows the throughput performance in our cache-
enabled model using the sequential reception strategy.
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Theorem 1: In a content-centric mobile network
where K segments of a file are delivered using
sequential reception, the throughput is given by

1
A(n) =0

an

anm 1Pm )g )

m
Proof: From Lemma 1, it is shown that the
aggregate distance that all segments travel to reach

the requesting node is 0( ) Applying arguments

Wy

similar to that used in [10], as the number of mobile
users n goes to infinity, the number of routing lines
passing through an arbitrary cell in each time slot is

0| Kn z a(n

At each time slot, each of these lines generate files
passing through the routing cell. In addition, under the
protocol model, there exists an interference-free
schedule such that each cell gets to transmit files every
1 + c time slots, or equivalently, the cell throughput is
0(1). The total traffic through each cell is that due to
all the routing lines and passing through each cell in
(6). Accordingly, the average throughput per-node is

A(n) =

of i
an
Kn Zm 1Pm X
m
which completes the proof of the theorem.
Note that assuming X,, =a(n)™! for vme

{1,..,M} leads to A(n)=®( L ) , which

Kna(n)
corresponds to the maximum throughput we can hope
for. Using (1), (2), and Theorem 1, we formulate the
following optimization problem

Problem 1: Sequential reception case

. K
mln{Xm}mEM %_1 p% (4)
subject to: M Xm < n—
1SXm_a(n) 1V0iVmEM.

It is shown that, Problem 1 is solved in [10]. Then,
we have:

* ¢ > ﬂ.(n) =0 (Klogn).

. a=30) = (—K(lolgn)zg);
e 1<a<:= l(n)—@(&%)
. a—ll(n)—@(@)

KM
. a<1:l(n)=(§)(

1
K\/Wgn)’
2) Random reception
In this case, a requesting node receives K
segments of its desired file in an arbitrary way. For
file m € {1, ..., M}, there are KX,, segments over the
network. From Lemma 1, for the first segment of file
m, the average distance between the requesting node

- 1
and the closest holder is @ (JW_m

of the remaining segments is (K — 1)X,,, the average
distance between the requesting node and the closest

holder is @ <7\/(K—1W>

Let us first consider the case where KX, =
a(n)~1. The number of the remaining segments over
the network is (K -1, + 1)X,, , for the [, -th
segment, where L, denote the smallest index of the
segment such that (K — 1, + 1)X,, = a(n)~*. Using
Lemma 1, the aggregate distance to collect all of K
segments of file m is given by

1 .
0(Va(m)ln)+TIot <ﬁ> Here, it follows
_ ,/K—1m+1)
that Y lm—1@<7m> @( Tom due to
the property of the Riemann zeta function. From the
definition of [,,, we thus have (K — L, + 1)X,, =
a(n)™? Then, the aggregate distance is

@(,/a(n)rm) +0(Jam)(K — 1, + 1) =
0(y/a(m)K), which corresponds to the minimum

bound on the distance. Since there is no need to cache

-1
more than X,, = 2™ replicas of file m at nodes for

all me{1,..,M} , we impose the following
individual caching constraints

). Since the number

-1
n 1< X, <@ ®)
( form=1,..,m; —1 ] K .
logn We now establish our second theorem, which
% shows the throughput performance for the random
X, = Pm nform=m ma—1 reception case.
2 Lo T2 Theorem 2: In a content-centric mobile network
Zz mlpl where K segments of a file are delivered using
1form=m,,..,M sequential reception, the throughput is given by
where 1
0(logn) fora >3 An) =
.= 5’ and Ka(n)
0(1) fora <=~ nYm-1Pm X,
_ 3 13 3 Proof: From Lemma 1, it is shown that the
O | min (M, nza(logn) 2“) fora > 2 aggregate distance that all segments travel to reach
my = . We 1 )
3 the  requestin node is i ®<7) =
Mfora <2 questing - 1=1 P\ %m
obtain, 1) _ oYK -
Py J_ (J_) G(W) Similar to the proof
of Theorem 1, the average throughput per-node is
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A(n) =0 whp, @)

Ka(n
nYy-1Pm X—(m)

which completes the proof of the theorem.

Note that assuming X,, =a(n)™! for vme

1 .

{1,..,M} leads to A(n) =0 (m) . which
corresponds to the maximum throughput we can hope
for.
From the fact that the total cache storage of the
network is nS, if M = 0(Sna(n)) = 0(Slogn), then
the minimum aggregate distance is always achieved by

.. a(n)~!
the replication strategy X,, = —— for all m .

Otherwise, using (1), (3), and Theorem 2, we
formulate the second optimization problem.

Problem 2: Random reception case

M
n, 2on
min -
Xmlmem Pm Xm
m=1

TH Ky ST
1<X, < ” véiVm € M

Since the objective function i |s convex, we are able
to use the Lagrangian relaxation method for solving
the problem. We now first show that the optimal
solution X;, is non-increasing with m e M. The
Lagrangian function corresponding to (5) is given by:

LX) A ) = TM_ 1J—+/1(Zm 1Xm Ii)+

®)

subject to:

1
Zmzl Um (Xm - a(TIl() ): (6)
Voi A, u, €R . Karush-Kuhn-Tucker (KKT)
conditions are then given by:
VL 0 .
VX;, 7
Ar=0 (8)
U =0 9
* * a(n)_l
m (Xm - K ) = (10)
M
* * S
A (Z Xm—nE>=0 1)
m=1

For all vm € M. From (7), we have:
— P A4k, = 0(12)

3
2| X

For M = w(Slogn), there exists at least one file
me M such that X}, < a(r;{)_l . Then, we have
U, = 0 from (10), this leads to A* > 0 in (12). Using
(11) we have M _. X, = n%

Here, X,,, decreases when m increases.
We consider k € D and m, € M\D denotes the
smallest value such that X;, < a(") . Using (8), (9),

(12), we obtain k < m,. Thus, the optimal solution
X, is non-increasing with m € M.

Using (13) for all m € M\D, we have:

§WIN

Xm = ZZl =my X/ (14)
21 mopl

-1
, we have Zﬁle*:%' this

Then,

am~*

If Xy =
contradicts to YM_, X = n%
* am~?!
= @(a(") ) Then, we have M = o(m,). From
(14) we obtain:

we have

. From the definition of m,, we have

N w

M o)
=1 J_ =Zn \/m \/zl ! o Xi (15)

We consider the following cases:

. azg

M

Applying X, = (a(") ) in (14) we have:
2
3

an
()=t Y

Ilwmopllmo

2a

- M
=0 my X;
= a B

m0 3l:m0

my

Then, The second term of (15) can be calculated as

w

2\2 3
M 3
Zm=mq Py 277 1-a

— My _ my

M . —1 - =
/Zl=moxl &mo %

my = 1, we have Y _ 1J_

We have A(n) =

. Since

(15) is ()1
a(n) (logn).

° —>a>1
2

From (15) we have

K Mé_a
Z\/X_* Jam) 7O X

-1
Let D denote the set of files such that X;;, = an) it =Mo
Now, consider any file m € M'\D. Using (10) and  Then,
(12), we have: o 2sax3-L£ . we always  have
2 2 2 2y
3
X5 = Pm 13) M_ Pm _ K which is the best
(213 =1 o a(n)_1 '
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that we can hope for. Then, A(n) =
_ logn
- G( n )
B

z—;>a>1: The second term is

F@( )

dominant, we have YM_;

where a(n) = (E)(loin) . Then A(n) =
( Ma_% )
0 ;
Klogn
e a=1 Similarly, we have
VM
M. 1J_ @(J%) where a(n) =
) (logn) ThenA(n) = © (\}%l)
e a<l1 Similarly, we have
M Pm @ _ logn
mﬂm‘@(ﬁ) where a(n) = G)( - )

Then, A(n) = © (\/ﬁ)

100

T i
—e— Solution to Problem 1
—— Solution to Problem 2

80

60 | B

X,

40

204

Figure 3: The optimal sets X, of Problem 1 and
Problem 2 with respect to the file m.

As depicted in Fig. 3, the results show that X,
basically decreases as m increases for Problem 1; for

Problem 2, X, is fixed to a certain value for small m
and then decreases as m increases. The difference
comes from the individual caching constraints
imposed in two reception strategies in (2) and (3).
From the analytical results, it is shown that using
random reception yields better performance on the
throughput than the sequential reception case. This is
because random reception tends to operate more
flexibly in the sense of collecting K segments as there
is no a priori reception order of the segments, thus
leading to the improvement of throughput.

V. CONCLUSIONS

In this paper, we studied the throughput of a
content-centric mobile ad hoc network, where each file
is divided into K distinct segments of equal size such
that each of n mobile nodes is able to completely
transmit one segment to one of its neighbor cells in
one time slot. By introducing the sequential and
random reception strategies, we analyzed the
throughput scaling law and then found the optimal
cache allocation strategies in terms of maximizing the
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throughput. As our main result, it was shown that the
random reception strategy outperforms the sequential
reception one.
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TOI UU HOA PEM DU LIEU TRONG MANG
DI PONG HUONG NOQI DUNG SU DUNG
PHUONG PHAP PHAN MANH TEP TIN

T6m tdt: Trong bai béo nay, ching toi nghién ctu toi
uu hoa dém dir ligu trong mang ad hoc di dong huorng
noi dung dé dat dwoc muc thong luong t6t nhit véi cac
not mang di chuyen sur dung giao thic multihop theo
md hinh buéc ngau nhién (random walk mobility).
Trong d6, moi ndt mang yéu cau tai mot tep tln tu thu
vién chung ctia mang mot cach doc 1ap va ngau nhién,
tuan theo phan b Zipf. Mdi tép tin duoc ciu thanh boi
K manh tin khéc nhau va c6 kich thuéc bing nhau sao
cho mdi nét mang co thé hoan tat qua trinh truyen mot
manh tin téi nét mang lan can bat ky & mdi khe thoi
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gian. Str dung giao thuc truyén dan multihop, gia tri
bién thién cua thong lugng s& duoc phén tich dua trén
hai phuong phép thu nhan manh tin tuan ty va ngau
nhién. Trong bai bao nay, ching t6i xay dung va giai
bai toan t6i wu twong @ng tim ra phuong phap dém dir
liéu tdi wu sao cho dat dugc muc thong lugng I6n nhat.
Két qua thu duoc cho thiy thong lugng t6i wru trong mod
hinh mang s dung phuong phép thu nhan manh tin
ngau nhién t6t hon dang ké so voi thong luong t6i uu
trong m6 hinh mang sir dung phuong phap thu nhan
manh tin tuan tu.
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