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Abstract: Cardiovascular diseases (CVDs),
characterized by abnormal heart function, are a leading
cause of mortality worldwide, emphasizing the critical
need for early detection and intervention.
Electrocardiogram (ECG) monitoring has emerged as a
vital tool for heart rhythm assessment in CVD prevention,
with recent Machine Learning applications significantly
improving diagnostic accuracy. This paper presents an
innovative multi-level stacking ensemble learning
approach that integrates predictions from diverse base
models, including Random Forest, XGBoost, Support
Vector Machine, K-Nearest Neighbor, AdaBoost, and
Decision Tree algorithms, applied to 12-lead ECG data
preprocessed using Neurokits. The base model outputs are
synthesized through a Logistic Regression meta-model to
enhance overall performance. Our methodology
demonstrates exceptional effectiveness across multiple
evaluation metrics, including accuracy, F1-score,
precision, recall, and specificity, achieving over 97%
accuracy in classifying various arrhythmia types. This
research underscores the significant potential of ensemble
learning methods in cardiac diagnostics, offering robust
and comprehensive predictions for complex clinical
scenarios.
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I. INTRODUCTION

Cardiovascular  Diseases (CVDs), encompassing
disorders of the heart and blood vessels, represent the
leading cause of global mortality and disability. These
conditions can progress silently, with even a single cardiac
irregularity  potentially causing significant health
complications. The World Health Organization reported
that CVDs claimed 4.2 million lives in Europe during 2019,
accounting for 42.5% of all deaths in the region [1]. This
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concerning trend extends to developing nations, where
CVDs impose an increasingly heavy burden, with low and
middle-income countries bearing 80% of the global CVD
impact [2]. Consequently, early detection and diagnosis
have become crucial components of effective treatment
strategies.

Moreover, electrocardiogram (ECG) analysis has been
widely adopted by both cardiac specialists and general
practitioners in detecting abnormal heartbeat [3]. Its
popularity stems from its ability to provide rapid, cost-
effective results, making it particularly valuable in
resource-limited settings. Recently, the advent of Machine
Learning (ML) and Artificial Intelligence (Al) has
revolutionized ECG signal processing for arrhythmia
detection. An application of Al called AI-ECG studies
demonstrates enhanced diagnostic accuracy and efficiency
while maintaining high standards of patient care.
Furthermore, AI/ML integration with smart wearable
devices has created accessible, economical monitoring
solutions, extending cardiac care to remote areas [4].

In electrocardiography, electrode usage is a factor in
examining cardiac activity from multiple perspectives,
ensuring comprehensive and reliable measurements.
While numerous arrhythmia classification studies have
employed single or dual-lead ECG systems due to their
simplicity, cost-effectiveness, and minimal patient
interference, these approaches have inherent limitations.
Single-lead systems notably fail to provide a complete
cardiac assessment, as certain conditions are only
detectable through twelve-lead monitoring [5]. Chen's
research corroborates this, demonstrating that twelve-lead
systems yield more comprehensive diagnostic results [6].
Given these significant advantages, numerous researchers
have focused on twelve-lead systems for cardiac
arrhythmia classification. Notable contributions include
Yildirim et al.'s implementation of deep neural networks
(DNN) for feature extraction and Long Short-Term
Memory (LSTM) for sequence learning, analyzing 10,000
patient records [7]. Additionally, Aziz et al. [8] developed
an innovative approach using Discrete Wavelet Transform
(DWT) for artifact removal, followed by a hybrid Support
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Vector Machine (SVM) and Multi-Layer Perceptron
(MLP) model for anomaly detection in processed cardiac
signals. Another work from Chopannejad et al. [9]
emphasized using a combination of two neural networks in
arrhythmia classification. He extends CNN models with
Recurrent Neural Network (RNN), Bi-directional LSTM
(BiLSTM), Bi-directional GRU (BiGRU), and attention
mechanism to enhance learning. At first, the author
suggests a new method to balance 12-lead ECG data called
SMOTE-Tomek. Then, CNN extracts spatial features even
when the input signal has noise, while BILSTM and
BiGRU are combined to capture sequential patterns in
forward and backward directions to enhance prediction
accuracy with faster convergence. Finally, data is put into
a multi-head self-attention mechanism to capture a broader
range of features. The result achieves high accuracy in
various leads in classifying multi-classes of abnormal heart
rhythms.

Among advanced machine learning techniques such as
bagging and boosting, which use one model with average
or majority voting, stacking ensembles utilize different
classification algorithms and leverage aggregate methods
to combine the strength of various base model results [10].
The stacking method may be used in various machine
learning issues such as classification, regression, and time-
series forecasting. The primary goal of stacking is to
produce a better outcome performance than a single model
alone.

This paper proposes a multi-level stacking ensemble
method for advanced ECG arrhythmia classification. The
hierarchical integration of diverse machine learning
algorithms enables comprehensive pattern recognition in
ECG data, yielding exceptional performance across
multiple metrics, including accuracy, precision, and
specificity. The achieved accuracy exceeding 97%
positions this ensemble approach as a robust diagnostic tool
for early cardiac abnormality detection, potentially
transforming clinical decision-making processes.

Il. DATA PROCESSING

In this study, the Shaoxing database [11] is selected as
the data source for training and testing. This ECG dataset
contains recordings from over 10,000 patients across 12-
lead. Each recording lasts 10 seconds and is sampled at a
frequency of 500 Hz. The data has been meticulously
annotated by clinical experts, including 11 major heart
rhythms and 67 additional cardiovascular conditions,
providing a comprehensive foundation for the development
and optimization of machine learning models. This is one
of the largest ECG datasets available, making it ideal for
studies on arrhythmia classification and cardiac disease
analysis.
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Researchers worldwide developed methods to extract
ECG features, such as Discrete Wavelet Transform
(DWT) utilization by Aziz et al [8] or SMOTE-Tomek by
Chopannejad et al. [9]. However, the algorithms are not
packaged which is hard for other researchers who lack
time and experience to re-implement. Moreover, the
proposed methods are limited to a single field (for
example, ECG) and incapable of handling other cases.
Therefore, many neurosciences need to install different
packaged software to process multimodal data
inconveniently. Distributed scripts also satisfy the
following criteria: Code must be well-documented and
well-organized, sharable, and easy-to-use programming
methods that can be reproducible instantly in several
circumstances [12].

NeuroKit2 solves the above problems by providing a
free and robust Neurophysiological Signal Processing
toolkit for biosignal processing routines, which is easy to
approach even for novices and inexperienced users.
Neurokit2 adapts to various cases, including ECG, PPG
(Photoplethysmography), RSP (Respiration Measures),
PPG/BVP (Photoplethysmography), EMG
(ElectromyoGraphy), etc [13]. It aims at clear, concise,
and well-documented functionalities to create an
automated pipeline for data preprocessing and analysis,
such as signal simulation, important features detection,
such as detecting P, Q, R, S, and T peaks in ECG diagrams
and plotting, such as ECG visualization. In addition, the
library allows researchers to select not only a whole
pipeline but a part of a whole package, such as finding
individual peaks to adapt to specific requirements.
Neurokit2 is aimed at a reliable package that has been
mentioned in notable publications, including QT intervals
by deep learning [14], HRV estimation pipeline [15], and
generating muscle function parameters from images [16].
With these huge advantages, the NeuroKit2 library was
employed to process the ECG signals from this dataset.
NeuroKit2 is famous in journal publications for its well-
known open-source tool in the field of physiological signal
analysis [17]. It aids in noise removal and key extraction
features such as P, R, and T peaks, as well as PR, QT, and
ST intervals, which is crucial for heart rhythm analysis and
abnormalities detection. Key features extracted include the
number of R-peaks, the mean and variance of the RR
intervals, and the ratio of P to R peaks. Features with
insufficient data or a high proportion of missing values
were discarded to ensure accuracy.

After extraction, the features were normalized to a [0,1]
range using the MinMaxScaler algorithm, facilitating the
training of machine learning models. The data was divided
into 80% for training and 20% for testing while maintaining
the label distribution of arrhythmias across both subsets to
improve model performance and generalization.
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I11. METHODOLOGY
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Figure 1. Workflow of multi-level stacking ensemble model over
12-lead ECG data

Figure 1 demonstrates our proposed multi-level
stacking ensembled learning workflow against a 12-lead
ECG arrhythmia classification. This technique combines
the base-model predictions as meta-features and uses them
as inputs for meta-model training. The meta-model then
decides the final ECG arrhythmia prediction to improve
the results generated in the base model [18]. The dataset is
split into training and test sets; each set is trained
independently, and predictions made at the previous level
serve as input at the next level in the base- model. Our
base-model has multiple levels that utilize diverse
Machine Learning algorithms including AdaBoost (Ada),
Random Forest (RF), XGBoost (XGB), Support Vector
Machine (SVM), K-Nearest Neighbor (KNN), and
Decision Tree (DT). Each base level in the base model
applies 10-fold cross-validation. The predictions made at
the final base level are used to create a meta-dataset. The
meta-model combines predictions from the base-model
and trains in the meta-dataset to make the final decision
and compare it against the test set to assess correctness.
Finally, our model performance is evaluated using various
metrics to show how effective the model is regarding ECG
arrhythmia categories to prove a more accurate and
reliable diagnostic tool.

A. Fundamental of Machine Learning algorithms

To achieve optimal performance, the following
algorithms are employed for multi-level stacking. Each
base algorithm offers distinct predictive perspectives,
enabling the meta-model to generate more comprehensive
and accurate predictions through aggregation. A brief
explanation of the selected algorithms is provided below.
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e Random Forest is an ensemble algorithm based on
multiple decision trees, improving accuracy by
aggregating predictions from individual trees. With
randomness in both sampling and feature selection, RF
reduces the risk of overfitting and performs well on
complex datasets. This model is employed across multiple
levels to ensure stability and high predictive performance.
e XGBoost is a powerful boosting algorithm that focuses
on difficult samples to incrementally improve predictions
with each iteration. With parallel processing and
optimized memory usage, XGB is highly effective on large
and complex datasets. Using XGB at multiple levels
enhances overall accuracy and system performance.

e Support Vector Machine classifies data by finding the
optimal hyperplane that separates classes with the
maximum margin. Through the use of kernels, SVM
efficiently handles non-linear data. This model is deployed
at various levels to maintain accuracy in complex
classification tasks.

o K-Nearest Neighbor bases its predictions on the closest
k points in the feature space. It is simple and easy to
implement but can be slow on large datasets. In this
system, KNN is applied at intermediate and meta levels to
provide additional insights into the relationships between
data points.

o Decision Tree divides data based on specific features to
form decision branches, with results derived from
predefined conditions. Although easy to interpret, DT can
be prone to overfitting without proper tuning. In this
system, DT is utilized at the meta-level to aggregate
predictions from the base models.

¢ AdaBoost is a method that belongs to ensemble learning
which transform from multiple weak learners to more
robust, strong learners. AdaBoost’s principle is model
errors trained in training dataset is rectified in the next
model. The procedure continues until errors are minimized
and model predicts correctly to reach final output.

B. Base Model selection and Training

The multi-level stacking system is implemented across
three levels (level-0, level-1, and level-2). Each level
contains a set of machine learning models aimed at
optimizing prediction performance. The selected base
models include ensemble, linear, and non-linear
algorithms, leveraging diverse approaches to enhance
classification accuracy.
o Level-0 Layer: At the initial layer, models are trained
on the original data to generate the first set of predictions.
The models employed include RF, XGB, KNN, and SVM,
providing different perspectives on the data and generating
diverse predictions for the following layers.
e Level-1 Layer: The predictions from level-0 models are
passed to level-1, where additional models are trained to

TAP CHI KHOA HOC CONG NGHE THONG TIN VA TRUYEN THONG 24



MULTI-LEVEL STACKING ENSEMBLE LEARNING FOR ENHANCED ECG-BASED ARRHYTHMIA DETECTION

aggregate information from the previous layer. In this
layer, RF, SVM, XGB, and K-Nearest Neighbors (KNN)
are reused. DT is introduced. The repetition of models
across multiple layers ensures system stability and
improves generalization.

e Level-2 Layer: In the final layer (level-2), predictions
from level-1 are used to train another set of base models,
which generate the final output. This layer includes DT,
and KNN, alongside RF, SVM, and XGB, which are
carried over from the previous layers. AdaBoost is added
to this layer to boost performance. Although level-2 builds
upon the predictions from the previous layer, it remains
focused on refining the base models to enhance the
system's overall classification performance. The
integration of multiple models across different levels
ensures the system achieves optimal performance in
classification tasks.

C. Meta model training and validation

The meta-model uses an algorithm different from the
other six algorithms from the meta-dataset obtained from
the base-model. This meta-model is used to learn how to
optimally choose the perfect configuration to improve
efficiency and accuracy. The training data for the meta-
model contains a base-model prediction, along with true
class labels.

The training data, along with classes, are supplied for
the Machine Learning algorithm to predict results in the
test set. Here, Logistic Regression is selected as a meta-
model classifier. Ten-fold cross-validation is applied at
this level to ensure the algorithm learns a generalized way
of combining data and preventing overfitting. This results
in higher performance capabilities rather than utilizing a
single model in terms of heart arrhythmia classification.

D. Classification Model Evaluation

Six machine learning algorithms in the base model and
one algorithm in the meta-model are studied to classify
heart arrhythmia problems. The performance of a multi-
level stacking ensemble method is evaluated using various
metrics such as accuracy, F1-score, Precision, Recall, and
Specificity criteria. The arrhythmia class is chosen based
on the performance of the proper stacking model ensemble
settings.

IV. SIMULATION RESULTS AND DISCUSSION

A. Performance Evaluation Metrics

Five key metrics are utilized to measure the
effectiveness of our algorithms, namely Accuracy, F1-
score, Precision, Recall, and Specificity. Accuracy refers
to the ratio of correctness in both true positive and true
negative over total predictions. F1-score represents
harmony between precision and recall, which is useful
when facing imbalanced dataset input. Precision is the
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number of actual positive instances in which to view how
relevant data are. Recall models all relevant positive
instances to answer the question about how many were
correctly predicted. Specificity measurement is calculated
to measure how effectively the model is capable of
avoiding false positives, where mistaking the opposite
result leads to severe consequences.

Denote TP, TN, FP, and FN are True Positives, True
Negatives, False Positives, and False Negatives
respectively. In the context of ECG-based arrhythmia
classification, True Positives are cases where the model
correctly identifies an arrhythmia when it is present, True
Negatives are cases where the model correctly identifies a
normal heartbeat when there is no arrhythmia, while False
Positives are cases where the model incorrectly identifies
an arrhythmia when the heartbeat is normal, and False
Negatives are cases where the model fails to detect an
arrhythmia when it is present (This is a critical error in
medical diagnostics as it can lead to undetected health
risks). The key performance metrics are calculated as
follows.

TP+TN

Accuracy = @

Precision = s @)
TP+FP

Recall = —= @)
TP+FN

PrecisionXRecall
F1 —score = 2 X ——MMM (4)

Precision+Recall

TN
TN+FP

®)

These metrics collectively help in understanding the
performance of an algorithm, especially in cases where
class imbalance might affect results.

Specificity =

B. Base Model

Data are fed into several levels of the base model, which
generally uses RF, XGB, SVC, KNN, DT, and AdaBoost
algorithms in 12-lead ECG classifications of 4 arrhythmia
types containing AFIB, SB, SR, and GSVT. Prediction of
each level is served as input of another layer. Table |
summarizes the algorithms along  with their
hyperparameters tuning used.

TABLE I. MULTI-LEVEL ALGORITHMS HYPERPARAMETERS

Level | Algorithms

Hyper parameters

RF criterion="log_loss',
max_depth= 15, max_features=
'sqrt', n_estimators= 40

XGB gamma= 0,learning_rate=

0 0.05,max_depth=
5,min_child_weight=
1,n_estimators= 1000

C= 15, gamma= 'scale’, kernel=
'tbf', probability= True

SVM
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KNN algorithm="auto’, n_neighbors=
5, p= 1, weights='uniform’
SVM C= 15, gamma= 'scale’, kernel=

'tbf', probability= True

RF criterion='entropy’, max_depth=
18, max_features='sqrt’,
n_estimators= 40

XGB gamma= 0, learning_rate= 0.05,
1 max_depth=
5,min_child_weight=
1,n_estimators= 1000
algorithm="auto', n_neighbors=
5, p= 1, weights= "uniform'

DT criterion="gini',max_depth=
6,max_features='sqrt',splitter=
'best'

RF criterion="log_loss',
max_depth= 15, max_features=
'sgrt’, n_estimators= 40
gamma= 0, learning_rate= 0.05,
max_depth=5,
min_child_weight=
1,n_estimators= 1000

SvC C= 15, gamma='scale’, kernel=
2 'rbf', probability= True

DT criterion="gini', max_depth= 6,
max_features='sqrt', splitter=
'best'

algorithm="auto’, n_neighbors=
5, p= 1, weights="uniform'

AD algorithm="SAMME.R’,
learning_rate=0.1,
n_estimators=61

KNN

XGB

KNN

In Table I, various classification models such as RF,
XGB, SVM, KNN, and DT are demonstrated. Across all

models, the choice of the parameter focuses on
regularization, limit overfitting, and balancing bias-
variance.

Multi-level stacking creates a highly flexible and
powerful model. The diversity of algorithms with fine-
tuned hyperparameters enables the model to capture
broader patterns, enhance generalization, and prevent
overfitting. This approach leverages the strength of each
algorithm to produce more accurate predictions to serve to
meta-model.

Meta-model utilizes GridSearchCV to find the best
combination of hyperparameter tuning and configurations
for machine learning. In this circumstance, GridSearchCV
will search through possible hyperparameter combinations
to find the best configuration. The primary job of the base-
model is to capture patterns and define relationships to
bring diversity, while the meta-model combines them to
maximize performance.
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C. Performance of Multi-level Stacking Ensembles

This experiment uses a multi-level stacking ensemble
learning technique with one level of meta-model where
each base level trains data independently to produce result
probability. The first uses a combination of RF, XGB,
SVM, and KNN, while the next level appends SVM, RF,
XGB, KNN, and DT. The last level applies five algorithms:
RF, XGB, SVM, DT, KNN, and AdaBoost. Characteristics
of each level are fed into the next as input features. Meta-
model aggregates predictions from base-model to produce
a final prediction using LogisticRegression with optimized
parameters tuning. To measure performance, a Confusion
matrix with metrics is applied in the meta-model to ensure
the model’s accuracy is comprehensively and deeply
analyzed.

The model performance of the multi-level stacking
ensemble is measured against four heart rhythm types of
arrhythmia classes: AFIB, SB, SR, and GSVT, which are
shown in Table II accordingly. It’s clear from Table II that
the model demonstrates high accuracy and reliability in
predicting different rhythm types above 0.97. SB detection
achieves the highest performance with an accuracy of 0.994
and 0.995 in the F1-score, reflecting minimal wrong
classification. The high specificity and precision indicate
high successful avoidance of false positives, which is
important in healthcare treatments. Overall, the model is
well-suited to classifying diverse ECG arrhythmia classes,
ensuring reliable predictions under various heart
conditions.

TABLE Il. MULTI-LEVEL STACKING MODEL PERFORMANCE

Classification Parameters
Accura Precisi |Recal .
cy Fl on | Specificiy
AFIB | 0.971 |0.939 {0.923 [0.931 | 0.979
Indivi | o' | 0.975 |0.926 [0.955 |0.941 | 0.988
dual
class SB 0.994 (0.995 [0.989 |0.992 | 0.993
SR 0.987 [0.971 [0.969 |0.970 | 0.992
macro - 0.958 [0.959 |0.958 -
micro - 0.963 |0.963 |0.963 -
Average
We'ghte - 0.963 [0.963 |0.963 | -
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Figure 2. Confusion matrix of Multi-level stacking algorithm.

The confusion matrix, as shown in Figure 2, indicates
model performance against four types of cardiac diseases,
namely AFIB, SB, SR, and GSVT. The model accurately
identifies 417 instances of AFIB, though it misclassifies a
few with 2 SB, 4 SR, and 22 GSVT. This indicates high
accuracy for AFIB. For SB, the model demonstrates strong
performance, classifying 769 instances of SB. This
suggests that SB is well differentiated by the model. The
classification of SR is also successful with minor
misclassification. In the case of GSVT, 432 instances are
identified correctly; however, some notable numbers are
identified, such as 23 for AFIB, 1 for SB, and 6 for SR.
The misclassification between AFIB and GSVT shows
these classes share some similar features that the model
finds challenging to distinguish.

D. Discussion

The multi-level stacking ensemble model demonstrates
exceptional performance in classifying four distinct cardiac
rhythm types: Atrial Fibrillation (AFIB), Supraventricular
Tachycardia (GSVT), Sinus Bradycardia (SB), and Sinus
Rhythm (SR). The model achieves remarkable accuracy
across all classes, with SB showing the highest accuracy at
0.994, followed by SR at 0.987, GSVT at 0.975, and AFIB
at 0.971. Notably, SB classification exhibits outstanding
performance across all metrics, with F1-score, precision,
and recall all exceeding 0.989, suggesting highly reliable
detection of SB cases. While AFIB shows slightly lower
precision (0.923) compared to other classes, it maintains
high specificity (0.979), indicating a strong capability to
rule out false positives. The model's robust performance is
further evidenced by the consistent macro, micro, and
weighted averages of 0.958-0.963 across F1-score,
precision, and recall metrics. GSVT classification
demonstrates excellent specificity (0.988) with strong
precision (0.955), indicating reliable identification of this
challenging arrhythmia type. These results suggest that the
ensemble approach effectively captures the distinctive
characteristics of each arrhythmia class while maintaining
high discrimination capability, making it a reliable tool for
clinical applications. This suggests that using multiple
levels in an ensemble contributes to more nuanced decision
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boundaries, thus contributing to overall accuracy. Previous
studies in which stacking ensemble only comprises one
level in base-model and one level for meta-learner
demonstrates high accuracy, our strategy utilizes more than
one level is less frequently explored to reproduce due to its
high complexity. This recent finding is consistent with
other research to prove that deeper ensemble structures can
offer performance gain. The reason behind our success is
our meta-model enhances the performance of the base-
model prediction probabilities and leverages the use of
cross-validation in balancing results. The result of this
study is very advantageous for applications that require
high reliability such as medical detections or weather
forecasts. By improving accuracy, this solution provides a
more reliable framework that assists in applications in
which reliability is a key point. However, our method also
faces some limitations while processing predictions. One
limitation of this technique is that it requires high
computational cost, which is not efficient when the dataset
volume is large. This is obvious in calculating to select the
best hyperparameter combination both in base-model and
meta-model using GridSearchCV, and interactions
between different models at different levels are very
complex, which shows in multiple outputs for multiple
levels. However, this issue could be addressed in the future
with the help of parallel computing to minimize
performance duration and maximize algorithm prediction
generation. In addition, the number of algorithms used in
multi-level stacking could be re-considered to yield a
performance boost. Further research on the applicability of
multi-level ensemble learning in a variety of different
domains could also be investigated to solve complex
predictive tasks.

V. CONCLUSION

In conclusion, this study demonstrates the potential of
multi-level stacking ensemble method to enhance ECG
classification results. By combining multiple machine
learning algorithms in different layers, this approach
captures patterns in ECG data and achieves high accuracy,
precision, and specificity. With model accuracy beyond
97%, this ensemble method offers a reliable diagnostic tool
for early detection, which impacts clinical decision-making
in healthcare. This solution suggests promising
applications in healthcare systems, particularly for early
detection in lack-of-resource settings.
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GIAI PHAP HOC TAP TONG HQP NHIEU LOP
CAI THIEN PHAT HIEN ROI LOAN NHIP TIM
DUA TREN TiN HIEU ECG

Tom tat: Cac bénh tim mach (CVDs) bao gom céc triéu
chung cua bat thuong caa nhip tim va 1a tac nhan gay ra
nhiéu ca tir vong trén toan thé gisi. Bé phat hién sém va
diéu trj hiéu qua, dién tam dd (ECG) duoc sur dung dé theo
d6i nhip tim nham phong ngira céc bénh tim mach. Gan day
Vv6i su tién bo caa khoa hoc cong nghé, viéc két hop hoc
may trong chin doan nhip tim ngay cang trd nén phdé bién.
Bai bao nay dé xuat mot phuong phap méi sir dung mé hinh
hoc tap téng hop nhiéu I6p trong d6 két hop cac két qua cua
md hinh du doan co sd sir dung cac phuong phap Hoc May
da dang bao gém Rirng Ngau Nhién, XGBoost, May Vector
Hb tro, K-Hang xém gan nhat, AdaBoost, va Cay Quyét
Dinh trén tap dit liu ECG 12-lead xur ly boi Neurokits. Két
qua cta md hinh co s¢ dugc dua vao mo hinh meta str dung
Logistic Regression dé cai thién hiéu suat tong thé. Hiéu
qué ctia phuong phap nay duogc do ludng qua cac chi sé nhu
d6 chuan xac, F1-score, do chinh xéac, do nhay, va do dic
hiéu cho thay d¢ chinh xAc ciia phuong phap trén 97% trong
viéc nhan dién céc bénh rdi loan nhip tim. Céng trinh nay
nhan manh tiém nang ciia cac phuong phap tap hop trong
diéu tri tim mach, cung cap cac du doan chinh xac va toan
dién trong céc tinh hudng 1am sang phuc tap.

Tir khod: AdaBoost, Phan loai rbi loan nhip tim, Cay
quyét dinh, Hoc may, M6 hinh hoc tap tong hop nhiéu 16p,
K-Hang xom gan nhat, Rimg ngau nhién, XGBoost, Tin
hiéu dién tam do.

TAP CHI KHOA HOC CONG NGHE THONG TIN VA TRUYEN THONG 28



MULTI-LEVEL STACKING ENSEMBLE LEARNING FOR ENHANCED ECG-BASED ARRHYTHMIA DETECTION

SO 04 (CS.01) 2024

Huu Cam Nguyen received the B.E
degree from Hanoi University in
2013, and the M.E of Information
System Design of University of
Central Lancashire, United Kingdom
in 2016. He joined the Research
Institute of Posts and
Telecommunications in Vietnam. He
is currently a lecturer in
Telecommunications  Faculty at
PTIT. His research interests include
Machine Learning, Bioinformatics,
Blockchain and Information System
Design.

Thu Trang T. Nguyen is a B.E.
student in the Telecommunications
Department at the Posts and
Telecommunications Institute of
Technology (PTIT) in Vietnam. Her
research interests include machine
learning, 10T systems, and hardware
engineering.

Hai-Long Nguyen is currently a
research student in Data and
Intelligent Systems Laboratory at
Posts and Telecommunications
Institute of Technology (PTIT), Viet
Nam. His research interests include
machine learning, bioinformatics,
and data science.

Ngoc Anh T. Phung is a B.E.
student in Information Technology
Department of Posts and
Telecommunications  Institute of
Technology (PTIT) of Vietnam. Her
research interests include machine
learning, bio-informatics, network
security.

Anh Thu Pham received B.E degree
of Telecommunication engineering
from Posts and Telecommunications
Institute of Technology (PTIT), Viet
Nam, in 2003, and M.E degree of
Telecommunication engineering
from Royal Melbourne Institute of
Technology, Australia, in 2008. She
received the Ph.D. degree in
Telecom- munication engineering
from PTIT, in 2010. Now, she is a
lecturer in the Telecommunications
Faculty of PTIT. Her research
interests include networking, radio
over fiber, and broadband wireless
networks.

TAP CHI KHOA HQOC CONG NGHE THONG TIN VA TRUYEN THONG

29





