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Abstract—This study develops a TinyML-based voice
control system specifically for the Vietnamese language,
addressing the demand for localized smart home so-
lutions. Unlike existing research focused on English,
our work provides an accessible option for Vietnamese
speakers. We collected a dataset comprising one wake-up
keyword and eight common commands, integrating DSP
algorithms and machine learning models on the ESP32-
S3 MCU. The model, with 129,098 parameters, achieved
an average accuracy of 94% and a real-time execution
time of 368 ms for data windows of 500-1000 ms. This
highlights the potential of TinyML in voice-controlled
devices, offering a low-cost, Internet-independent solution
that enhances data security and user privacy.

Index Terms—Smart Home, Keyword Spotting, Voice
Control, Endpoint Detection, TinyML, MFCCs.

I. INTRODUCTION

Smart homes leverage advanced technologies, par-
ticularly Internet of Things (IoT) devices, to facilitate
remote management of household systems. Adoption
of these devices is rapidly increasing, with projections
estimating over 500 million connected devices in the
average home by 2025. This shift enhances energy ef-
ficiency, security, and convenience, enabling residents
to automate routine tasks and create a more enjoyable
living experience [1], [2].

In this context, voice control has become a valu-
able interface for smart home systems, offering con-
venience, speed, and natural interaction. By allowing
hands-free operation, voice commands enable residents
to manage devices effortlessly, significantly enhancing
user experience. The rapid advancement of speech
recognition technology further supports this trend,
making voice control more accurate and responsive.
As these technologies evolve, they provide a seamless
means of interaction, addressing the growing demand
for user-friendly automation solutions [3], [4], [5], [6].

Many applications utilize virtual assistants like
Alexa and Google Assistant for voice control in smart
homes, allowing users to manage devices through
simple commands [7]. However, these systems face
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challenges, such as requiring stable Internet connec-
tions, exhibiting latency, and raising privacy concerns
[8]. Despite these issues, research and development in
voice control are expanding, particularly in creating
multilingual systems for diverse user bases. This focus
on inclusivity enhances accessibility for non-English
speakers, addressing a critical gap in current solutions
[9], [10], [11]. Local voice control offers significant
advantages, including improved data security, indepen-
dence from Internet connectivity, and rapid response
times. These benefits make it an appealing alternative
for users prioritizing privacy and reliability, with ongo-
ing research exploring various applications that operate
entirely on-device [12].

Tiny machine learning (TinyML) [13], which refers
to deploying machine learning models on resource-
constrained devices, plays a crucial role by enabling
intelligent processing at the network’s edge [14]. This
technology is especially relevant for IoT devices, where
efficient data processing is critical. TinyML is ideal for
local voice control due to its high performance and en-
ergy efficiency, facilitating real-time voice recognition
without continuous Internet connectivity. Its compat-
ibility with embedded systems allows implementation
across various smart home devices, enhancing overall
user experience.

Recent studies have investigated TinyML applica-
tions in speech recognition, demonstrating its potential
for efficient voice control in constrained environments
[15], [16], [17], [18]. However, a significant gap exists
regarding its implementation for the Vietnamese lan-
guage, as most existing systems focus on English and
other widely spoken languages. This limitation restricts
accessibility for Vietnamese speakers, underscoring the
need for further research [19], [20].

This study aims to address this gap by develop-
ing a localized voice control system using TinyML
techniques tailored for the Vietnamese language. The
methodology involves collecting a diverse datasets of
Vietnamese keywords, training machine learning mod-
els, and deploying these models on micro-controller
(MCU). The research’s significance lies in its potential
to enhance the usability and accessibility of smart
home technologies for Vietnamese users, thereby con-
tributing to the broader adoption of local voice control
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systems in the region.

The exist of paper is organized as follows: Section
2 presents the methodology in detail, outlining data
collection, pre-processing, model training processes,
and implementation steps. Section 3 provides results
and a comprehensive discussion of the findings.

II. METHODOLOGY
A. Experimental Context

To establish the experimental model for this study,
we developed a voice control device based on keyword
spotting for a room equipped with essential devices,
including lighting, an air conditioner (AC) (compo-
nent of the HVAC system), and a motorized window
blind controller. The lighting device features on/off
control; the air conditioner allows users to set their
desired temperature; and the motorized blinds can be
controlled to open or close, effectively managing light
exposure. From the selected devices, we chose specific
activation phrases and control commands, as detailed
in Table I. Like other voice control applications, each
system typically requires at least one trigger word,
commonly referred to as the wake word to activate
the listening command mode. In this application, we
selected "Vung ¢i'" (Hey Vung) as the trigger phrase.
This phrase is inspired by the story of "Ali Baba and
the Forty Thieves" a popular fairy tale in Vietnam,
where it serves as the command to open the treasure
cave.

After activating the device with the wake word
"Ving oi," users can issue corresponding commands
to control the devices. The control commands are di-
vided into two groups: single device control and group
device control through scenario activation commands.
To control the lighting, users can use the command pair
"bat den'" - "'tat den" (turn on light - turn off light).
Similarly, the commands "néng qua'" - '"lanh qua"
(too hot - too cold) adjust the temperature settings,
while "mé ra'" - 'déng vao' (open curtain - close
curtain) manage the window blinds. Additionally, the
commands "'xin chao'' - ""tam biét"" (hello - goodbye)
control multiple devices when a user enters or leaves
the room, streamlining communication.

B. Datasets Collecting

Based on the context presented in Section II-A, we
collected an audio dataset that includes 9 command
keywords, additional words, and noise sounds to facil-
itate the training of the model. The data was gathered
from two sources: 1) a group of 20 students in the
Rang Dong Lab at PTIT, and 2) some Text-to-Speech
(TTS) platforms that support the Vietnamese language.

The data from the 20 students was recorded using
Audacity software!. Each student was instructed to use

"https://www.audacityteam.org
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Audacity to record the 9 keywords and some random
additional words in mono mode. For the TTS plat-
forms, we utilized the TTS services of three providers:
Google?, FPT-AI’, and Viettel-AI*. To collect the
data, we developed a Python program to connect with
these platforms via their provided APIs. During data
acquisition, we set the speech rate between 0.8 and 1.2,
with a noise factor ranging from 0% to 20%. After
processing, segmenting, and compiling the data, we
obtained a dataset with a total duration of 4 hours and
23 minutes, with a detailed distribution presented in
Table 1.

C. Pre-Processing, Endpoint Detection & Features Ex-
traction

The dataset, once compiled, was collected at various
sampling frequencies. To ensure consistency and re-
duce computational demands suitable for implementa-
tion on MCU, all audio samples were downsampled to
a sampling rate of 8,000 Hz. Subsequently, the signals
were processed through a band pass filter (BPF) with a
frequency range of 150 to 2,500 Hz, which aligns with
the frequency range of human speech and effectively
eliminates noise at other frequencies.

Although the audio was segmented to focus on
speech, manual processing introduced some inconsis-
tencies. To optimize the data for model training, we im-
plemented an endpoint detection step [21], [22], which
utilized an automated algorithm to retain only the
segments containing speech. The endpoint detection
algorithm employs both Short-Time Energy (ST E) and
Average Energy (AF) analyses to identify the locations
of the audio segments. The values of STE and AE
are calculated using formulas 1 and 2 [21], [22].

w

STEx =Y [ye())? M
1
len .
A = 21 STE(i) )
len

The identification of endpoints involves following

key steps:

1) The STE is computed for each frame (utilizing
200 sample points for each frame).

2) A frame is marked as the beginning of a seg-
ment if its STFE exceeds the upper threshold,
STEhigh~

3) Conversely, if the STFE falls below the lower
threshold (STE),,,), for 5 consecutive frames,
it is marked as the segment’s end. If the ST FE

Zhttps://cloud.google.com/text-to-speech
3https://fpt.ai/viltts
“https://viettelai.vn/en

TAP CHI KHOA HOC CONG NGHE THONG TIN VA TRUYEN THONG

8


ILC
Line


Duan Luong Cong, Cuong Chu Van, Minh Nguyen Ngoc

SO 02 (CS.01) 2025

Table I
LIST OF WORDS USING ON THE EXPERIMENT

No. | Vietnamese English Role Description Samples
1. Vung i hey Vung wake word Prepare to listen control command 1,475
2. dong vao close device control Close the Curtain 1,496
3. md ra open device control Open the Curtain 1,500
4. bat den turn on light device control Turn on the Light 1,450
5. tat den turn off light device control Turn off the Light 1,429
6. nong qua too hot device control Decrease set temperature of AC 1,453
7. lanh qua too cold device control Increase set temperature of AC 1,537
8. xin chao hello scene control Turn on AC and Light 1,489
9. tam biét goodbye scene control Turn off AC and Light 1,472
10. - ""noise'’ and "others" - Noise and Unknown words/commands 4,003

17,304

is between these thresholds, the segment is ex-
tended.

4) After determining the endpoint, segments are
merged if their duration (D) is within the spec-
ified range of D1 to D2; otherwise, they are
discarded.

5) The AFE of the entire segment is then calcu-
lated. Segments with an AF below the threshold,
AFEypre, are discarded, while those meeting the
threshold proceed to the feature extraction stage.

STE thresholds (ST Ejy, ST Epign) were calcu-

lated using the following formula 3 [23].

STEipre = ST Emin + a X (STE - STEmin) 3)

where STE represents the mean STE value across
all frames, ST F,,;, denotes the minimum ST E value
among all frames, and the parameter « is assigned
values of 0.1 and 0.4 for STFEy,, and ST Ep;gh,
respectively. The thresholds for segment duration D1
and D2 were set to 20 and 40 frames, respectively. The
outcome of the endpoint detection process is illustrated
in Figure 1, where the blue line represents the raw
audio signal, the green line depicts the ST E values of
segments, and the red line indicates the trimmed audio
segments identified by this process. After completing
the endpoint detection process, the total duration of
the audio samples was reduced to 3 hours and 19 min-
utes with total 17,304 voice commands and unknown
voices.

Figure 1. Vocalization endpoint detection employing techniques with
the recording "Ving di".

Mel-Frequency Cepstral Coefficients (MFCCs) [24],
[25] are a crucial feature extraction technique widely
utilized in speech and language recognition applica-
tions. MFCCs convert audio signals into a representa-
tion that closely aligns with human auditory perception
by applying a Mel-scale filter bank, which effectively
captures the phonetic characteristics of speech. This
transformation emphasizes the frequency components
most relevant to human hearing, enabling better dis-
crimination of phonemes and improving the perfor-
mance of machine learning models. In this study,
MFCC will be employed to extract informative features
from the audio data prior to inputting them into the
machine learning model, ensuring that the model can
effectively learn and recognize the nuances of the
Vietnamese language.

D. Tiny Model Design

The design of the model is illustrated in Figure 2.
The model’s input consists of a matrix derived from
the output of the MFCC block. Initially, the MFCC
data is processed through 64 kernels of size 5 x 5.
Subsequently, the data is further processed through
32 kernels of size 3 x 3. After two convolutional
layers, the data is flattened and passed through two
fully connected layers with 64 and 32 neurons, re-
spectively. Finally, it reaches the neural classification
layer, which has an output of 10, corresponding to the
number of keywords the model recognizes. With these
specifications, the model utilizes a total of 129,098

1| Flatten & T
Dropout  \_ 2nd CNN

Neural Network Model

Figure 2. Design of neural model.
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Figure 3. The architecture of firmware implementation on MCU.

parameters. The model was implemented, trained, and
evaluated on the Edge Impulse platform’, a powerful
tool that supports the development of machine learn-
ing models for embedded applications. Edge Impulse
allows developers to experiment with several popular
machine learning models in the TinyML domain while
providing essential DSP pre-processing blocks that
streamline the experimentation and evaluation process.
Once the construction, training, and evaluation are
successfully completed, Edge Impulse supports the
generation of programming libraries for MCU written
in C/C++ with TensorFlow Lite Micro [26] integration,
enabling developers to quickly deploy their models
onto hardware.

E. Implementation

The model described in Section II-D, along with
the MFCC computation block, was implemented with
Edge Impulse support, resulting in a C/C++ codebase
for MCU integration. This code served as the founda-
tion for developing the firmware architecture for the
KWS device, as shown in Figure 3. The firmware
is designed for the ESP32-S3 microcontroller, which
includes a FPU and basic DSP instructions, making it
suitable for TinyML applications.

Environmental sound is captured by the INMP441
microphone sensor via I2S communication at a sam-
pling rate of 8,000 Hz. The audio signal is filtered
through a BPF with a range of 150 to 2,500 Hz and
stored in a ring buffer that retains the last 5 seconds
of audio. During data collection, every 200 samples
trigger the calculation of ST E for that segment. After
each second of new data, the ST'Ej,,, and ST Ep;gn
values are recalculated, and the endpoint detection
algorithm identifies newly occurring audio segments.

Once sufficient data is collected, MFCC extrac-
tion enables real-time keyword recognition, with the
features fed into the trained machine learning model
for audio classification. Based on these classifications,
the MCU executes corresponding control commands.
For monitoring purposes, 10 LEDs represent the rec-
ognized commands, illuminating for 2 seconds upon

Shttps://edgeimpulse.com/
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command identification, after which all LEDs auto-
matically turn off. The device control implementation
can be easily upgraded through peripheral expansion
modules, allowing for flexible functionality enhance-
ments.

III. RESULTS AND DISCUSSION

Following the pre-processing phase to extract suit-
able audio segments, a total of 17,304 files were up-
loaded to Edge Impulse for feature extraction and ma-
chine learning model training. Specifically, the dataset
was divided into two main parts: 80% was allocated
for training (with 60% used for training and 20% for
validation), while the remaining 20% was designated
for testing. The model configured as shown in the
figure above was trained for 30 epochs with a learning
rate of 0.005. After 30 epochs, the training accuracy
exceeded 95%, while the corresponding loss decreased
to below 0.15. The validation accuracy achieved ap-
proximately 94%, with a validation loss of around 0.23.
The accuracy and loss curves for the training process
are presented in Figure 4. Detailed information about
the model and training results can be found in the Edge
Impulse Studio®.

The results of the testing with the test data are
presented in the confusion matrix shown in Figure

Shttps://studio.edgeimpulse.com/studio/440801
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Figure 4. Accuracy and loss curves over training and validation.
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Figure 5. Confusion matrix for model evaluation on the test set with
8-bit quantization.

5. In terms of accuracy, most classes achieved over
90% accuracy, with the exception of the command
"bat-den," which achieved an accuracy of 88%. The
command "bat-den" was frequently confused with "tat-
den", likely due to their strong acoustic resemblance.
They share the word "dén" and similar rhymes ("-
at"/"-at"), primarily differing in the initial consonant
and tone, making them hard for the model to dis-
tinguish. The wake-up command "Vung-oi" demon-
strated a particularly high accuracy of 98%. Most
misclassifications were identified as confusion between
control commands and noise, indicating that while
the system performs well overall, there are challenges
in distinguishing certain commands from background
noise. Regarding overall performance metrics, the F1-
score exceeded 0.91 for all classes, highlighting the
model’s robustness in balancing precision and recall
across the different keywords.

The code for processing the selected trained model,
generated by Edge Impulse, was integrated with the
data acquisition, segmentation, and output control
modules within the firmware development platform
for the ESP32-S3 microcontroller. The experimental
device, as depicted in Figure 6, was constructed and
connected to upload the firmware. To evaluate the

Table IT
EXECUTION TIME OF FIRMWARE ON ESP32-S3

No. Step Execution (ms)
1. end-point detection 35
2. DSP & MFCCs 276
3. model inference 56
4. control output peripherals 1
Total 368 ms

Figure 6. Implementation of prototype device.

real-time execution capabilities, the execution time for
each stage of the firmware was measured, with results
presented in Table II. The total execution time for each
data window, which ranges from 500 ms to 1000 ms,
was found to be 368 ms, indicating that the model is
fully capable of real-time responses, thereby facilitating
continuous data processing. Testing with audio signals
demonstrated the device’s capability to recognize con-
trol commands and execute the corresponding external
controls as configured. However, it was observed that
the device necessitates sound input at close distances
and exhibits reduced performance in environments with
significant background noise, such as those with music
playing or operating machinery.

Compared to other research in KWS, our work offers
distinct contributions, particularly when considering
the application of TinyML for the Vietnamese lan-
guage. Many existing TinyML KWS studies [15], [16],
[17] have primarily focused on English or other widely
spoken languages, often leveraging well-established
datasets. Our research addresses an existing gap by
developing and successfully implementing a KWS sys-
tem specifically tailored for Vietnamese commands on
a resource-constrained ESP32-S3 microcontroller.

A pertinent point of comparison within Vietnamese
speech recognition is the work by Hung et al. [20].
Their research demonstrated Vietnamese speech com-
mand recognition using a BiLSTM model, which,
while effective, typically requires more substantial
computational resources, such as those available on
a Raspberry Pi. In contrast, our system, utilizing a
CNN model with 129,098 parameters, achieves an
average accuracy of 94% and a real-time execution on
the ESP32-S3. This performance on a low-cost MCU
underscores the efficiency of our TinyML approach for
localized voice control.

Our system’s reliable real-time Vietnamese com-
mand recognition on resource-constrained MCUs rep-
resents a key contribution, especially given the limited
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TinyML-based Vietnamese KWS studies available for
direct benchmarking. This work establishes a practical
pathway for accessible, offline, and privacy-preserving
voice control for Vietnamese users. To further advance
this nascent research area, future efforts will focus on
implementing advanced DSP algorithms to improve
environmental noise filtering, enhancing overall recog-
nition accuracy, and conducting extensive practical
testing within smart home systems.

IV. CONCLUSIONS

We demonstrated in this work that the integration of
TinyML on the ESP32-S3 microcontroller can effec-
tively achieve real-time keyword recognition. The pro-
posed system showcased an overall accuracy exceeding
90% across most classes, with a notable performance
in recognizing specific commands. Our results indicate
that the model can process audio data within a total
execution time of 368 ms for each data window,
affirming its suitability for real-time applications. The
results indicate significant potential for application in
smart home systems, particularly in enhancing user
experience for Vietnamese households.
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UNG DUNG TINYML NHAN DIEN TU KHOA
TIENG VIET CHO UNG DUNG PIEU KHIEN
GIONG NOI TRONG NHA THONG MINH

Tom tdt—Nghién ctiu nay phét trién mot hé thdng
diéu khién giong néi dua trén TinyML danh riéng cho
ngon ngit tiéng Viét, nhim ddp wing nhu cau vé cic giai
phap nha thong minh. Khac véi cac nghién cdu hién
c6 tap trung vao tiéng Anh, nghién ctiu ctia ching toi
tap trung vao dbi tugng tiéng Viét. Chiing tdi da thu
thap mot tap dit liéu bao gdm mot tir khéa danh thifc
va tim 1énh diéu khién, tich hop cic thuit todn DSP
va md hinh hoc mdy trén vi diéu khién ESP32-S3. M6
hinh nay cé 129,098 tham sb, dat do chinh xac trung
binh 94% va thdi gian thyc hién thoi gian thyuc la 368
ms cho cdc ctia s8 dif liéu tir 500-1,000 ms. Diéu nay
cho thiy tiém ning ctia TinyML trong céc thiét bi diéu
khién biang giong néi, cung cAp mot giai phép tiét kiém
chi phi, doc 1ap vé6i Internet, dong thdi nang cao bio
mat dif liéu va quyén riéng tu ctia ngudi dung.

Tir khoa—Nha thong minh, Nhan dién t khoa, biéu
khién giong ndi, Phit hién doan 4m thanh, Hoc mdy
nhd, TinyML, MFCCs.
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