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Abstract: The multiple-choice test format is becoming
widespread for its convenience. However, manual
multiple-choice  questions (MCQs) generation is
timeconsuming and costly. Therefore, automatic MCQs
generation from texts has become a popular research area.
Along with the growth of artificial intelligence (Al) in
general and natural language processing (NLP) in
particular, many large language models (LLMs) were
developed with the ability of understanding text and
processing information in high accuracy. Taking those
advantages, this paper proposes a method on automatic
MCQs generation using popular LLMs, ChatGPT and
Gemini, in combination with a technique that has never
been applied to this domain ReAct Agent. We evaluated
the effectiveness of the proposed method by generating
questions in Vietnamese for Operating System course of
Posts and Telecommunications Institute of Technology.
The conducted experiments shows that our method
achieved the accuracy of 89%, a promising result to apply
on other courses.

Keywords: Natural language processing, Multiple-
choice questions, Large language models, ReAct Agent

I. INTRODUCTION

Nowadays, the application of multiple-choice test
format in exams is becoming more and more popular in
Vietnam and world while, thanks to their outstanding
advantages compared to traditional essay tests. Instead of
asking examiners to read pages of papers while the scoring
is still intuitive, the evaluation process will become more
consistent and time-saving when the answer can only be
right or wrong. In addition, multiple choice tests can also
be scored by machines to decrease evaluation time and
increase accuracy. However, to create high quality MCQs
requires a lot of effort from the examiners if it has to be
done manually. The first efforts to find a solution to
automatically generate MCQs in English were conducted
in 1997 [1], since then many similar systems have been
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developed, applying in different domains and languages.
With the rapid growth of NLP techniques, the perfection of
those systems is increasingly enhanced, but there are still
shortcomings mainly related to semantic and contextual
issues, and the generated questions still need to be re-
evaluated by candidates and experts.

In recent years, the emergence of LLMs has marked a
new era in Generative Al. Tools that are able to perform
linguistic tasks at human-level are no longer strange,
which helps us save a lot of time and effort. For example,
in the field of information technology, LLMs can handle
difficult tasks such as generating programming code
according to user requests [2] or explaining user-provided
code [3], [4]. The reliability of the generated text can also
be improved through techniques such as Chain of Thought
Prompting (CoT) [5], which provides models with the
ability of reasoning to give more accurate answers.
Moreover, the ReAct Agent model [6], inspired by human
learning and decision-making capabilities, is promising in
leveraging the power of LLMs to an even higher level.

We studied and proposed a method to generate questions
for multiple-choice tests automatically using LLMs
combined with supporting techniques. First, the model is
fed with specialized knowledge using retrieval augmented
generation technique (RAG) [7], then ask the model to
perform the task of generating MCQs with specific
requirements using CoT, we continue to use ReAct Agent
to ask the model to perform the evaluation and quality
improvement so that each of the generated MCQs would
be considered as the most complete version.

The remainder of the paper is organized as follows: In
Section II, we review some related studies to the
generation of MCQs and LLMs. The details of our
proposed method are presented in Section III. Section IV
describes the experimental results we conducted and gives
some evaluations about the performance of the proposed
method. Finally, in Section V, we present the conclusions,
limitations, and future directions.

Il. RELATED WORK

The techniques used in this paper are related to two main
research directions, including automatic MCQs generation
and LLMs.
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A. Automatic MCQs generation

A multiple-choice question consists of two main
components: the stem that poses the problem to be solved,
the correct answer (key) and the wrong answers
(distractors). In this article, when referring to the phrase
"MCQ", we should understand that it includes both the
stem and the answers. Although the structure of an MCQ
is simple, creating a multiple-choice test requires a lot of
time and effort. A high-quality MCQ should have a clear
question and good enough distractors to cause challenges
for candidates. This is also the biggest challenge in the
process of creating MCQs automatically using Al
requiring machine systems to understand correctly and
clearly about the elements in the question in relation to data
from the input text. In addition, many schools and
educational institutions are using question banks for
reusability. This may lead to a trick for students, they only
memorize and remember the answers for all the questions
instead of understanding knowledge from the lessons.
Changing the order of answers is not an effective solution,
all the questions need to be updated continuously, to avoid
the cases where question banks are publicly announced or
leaked, hence affecting the objectivity of the exam.

To address the above difficulties, several studies on
automatic MCQs generation have been conducted. Starting
from simple methods such as utilizing available templates
[8]. In 2020, Dhawaleswar and Sujan [9] surveyed and
listed strategies and techniques for sentence analysis,
including machine learning techniques, applied in
automatic MCQs generation and proposed a general
strategy for this problem. After that, in 2021, more modern
NLP techniques were published by Nwafor and Onyenwe
[10]. In general, this automation process still faces
challenges mainly related to processing speed and
performance when the complexity of the input text is too
large or the quality of the answers is noisy. In addition,
there is no standard evaluation method or dataset to
compare the effectiveness of those methods.

Building a complete automated MCQs generation
system would certainly be extremely expensive, along with
the investment requirements for training dataset. Recently,
LLMs have demonstrated their superior performance, so
we came up with the idea of leveraging their strength in
creating MCQs for exams.

B. Large language models

LLMs are neural networks trained on huge textual
datasets, allowing computers to perform human-like NLP
tasks. GPT-3 [11] can be considered the first LLM as it
outperformed other models at that period in both size and
performance. To enable LLMs to learn from human
instructions, InstructGPT [12] was created to collect
feedback and prompts from users. This is the predecessor
of GPT-3.5, the core of ChatGPT - LLM that has attracted
a lot of attention since its release in 2022. One year later,
GPT-4 [13] was introduced as the new and most powerful
multi-modal LLM of the GPT family, capable of
processing both text and multi-media inputs.
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While recent GPT models, since GPT-3, have become
closed source and only accessible via API, Meta has
released LLaMA [14] as an open source platform for
LLMs. These models are pre-trained on trillions of tokens,
collected from publicly available datasets. In July 2023,
Meta and Microsoft jointly released LLaMA-2 [15]. Due
to its open source nature, the LLaMA family is widely used
by research groups and is growing rapidly in number,
including Giraffe [16], Long LLaMA [17], Code LLaMA
[18], etc.

Another multi-modal language model, Gemini [19], is
also famous for its performance in understanding text,
image, audio, and video. Gemini was introduced by
Google Deepmind in 2023, with three versions: Ultra for
highly complex tasks, Pro for large-scale deployment with
high performance, and Nano for on-device apps.

There have also been numerous research on applying
LLM to create multiple-choice tests. For example, Andrew
Tran and colleagues [20] used GPT-3 and GPT-4 for C
programming exam. A research group at universities in the
US [21] studied a combination of several LLMs with few-
sample learning methods and CoT to generate MCQ for
their machine learning course, based on question banks
and course materials, resulting in questions with content
that is completely different from the old ones, and very
difficult to distinguish from questions that are written by
humans.

However, most of the popular LLMs work efficiently in
English only, there are fews studies that applied LLMs for
other languages including Vietnamese, due to concerns
about the fluency and naturalness of the questions,
depending on the translation ability of the model. While
[22] only tested and compared the ability to find answers
to MCQs in Physics between ChatGPT and Microsoft Bing
Al Chat with accuracy of 61% and 66% respectively, or
[23] fine-tuned the ChatGPT model to create MCQ banks
for universities with an average accuracy only about
58.6%. Both studies only limited at the level of using
chatbots and their performance was normal. The method
we proposed will be based on requiring the model to
inference and act sequentially, not only automatically
generating questions but also carefully evaluating,
checking, and modifying stems and answers to create the
most complete questions.

lll. PROPOSED METHOD

A. ReAct Agent

Our main objective when working with LLMs is to
make the models give the best answers that align with
specific requirements. Currently, there are many methods
to support users to interact with LLMs quickly and
efficiently, including CoT - a technique that provides a way
to reason in small steps as same as human-ways to solve
problems, then asks the model to follow, so that the results
are more accurate and reliable. However, with the
suggestion of CoT, a model without a foundation of
external knowledge will sometimes have difficulty if it
only uses pre-trained knowledge to create arguments,
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limiting the ability to explore and update knowledge like
humans. And the ReAct Agent architecture was born to
solve this problem. First introduced in [6], ReAct is a
technique that combines "Reasoning" and "Acting",
enhances the understanding and information processing
capabilities of LLMs by generating reasoning traces and
task-specific actions, allowing the model to interact with
external data sources to gain additional information for
question answering. ReAct can be used in conjunction with
other methods to improve reasoning and action
capabilities, supporting contextual decision making rather
than strictly following pre-determined scenarios. The
components of ReAct Agent include LLMs, information

language model M. After performing aﬁ’ the context will
be updated with c¢.+1= (c,a’) to support future reasoning or
acting.

ay = M(cy, D, P) wights € AU L

We applied RAG to augment specialized data for the
model. RAG is a technique to improve the accuracy of
language models by retrieving information from external
sources and documents. Although LLMs have strong
capabilities to answer most questions posed by humans, for
information that requires high accuracy, especially in
scientific domains, the model needs to rely on specialized
knowledge, and RAG acts as an assistant for the model’s

/ ReAct

ChatGPT

Agent \

A

MCQ

y Create

\
Evaluate, update

Input text/
Study materials

ChatGPT

Gemini

\

wl

Fig. 1: Proposed automatic MCQ

gathering tools, CoT for reasoning, and ReAct Prompting
- a technique that guides LLMs to generate reasoning and
acting traces. To our knowledge, there is no research
applying ReAct Agent to generate MCQs until now.

B. Applying LLMs and ReAct Agent in automatic MCQOs
generation

To generate MCQs for a specific domain, i.e. a subject
or a course in education, the model needs to be familiar
with specialized knowledge about that subject, hence the
input includes a document D as study materials. Generally,
when an agent receives a request P at time step ¢, it will
take an action a, € 4 following policy n(ac;), where 4 is
the action space, c¢; is the context that is trained to find a
way to map to the corresponding a,. Lacking specialized
data from A4 may lead to inaccurate mapping. ReAct
performs an augmentation of the action spaceto A'=4 U L
where L is the language space. In our method, L is the
thought or reasoning trace to generate MCQs from the
knowledge in D, specifically in the form of instructions to
find the topic from the request and create suitable
questions, evaluate and update if the question is not good
enough, even delete and recreate bad questions, etc. The
way to perform a new action a’, will be inferred based on
the current context ¢, this process is supported by the large

generation model with ReAct Agent

reinforcement learning process to be able to give more
reliable answers. After feeding the input dataset to the
model, we use CoT to ask the model to perform the task of
generating MCQs. The initial question generation may not
be good enough, e.g. duplicate answers, wrong key
identification or unreasonable questions. By leveraging the
question answering capabilities of LLMs demonstrated in
[24], we continue to use ReAct Agent to require the model
to evaluate and improve the quality of questions.

Figure 1 describes the process of ReAct Agent receiving
and processing actions in order, input contains user
requirements and study materials for augmentation, output
is the most complete version of the generated MCQ. The
components of ReAct Agent include a question generation
tool using ChatGPT, two question evaluation tools using
ChatGPT and Gemini, in which we use CoT to build
thinking logic for Agent based on the basic idea of creating
MCQs and then evaluating them twice, at each evaluation,
modifying the question if necessary, in case evaluators
think the question is bad and can not be updated, then
create another question. Specifically, the process of
creating a complete MCQ is as follows:

« User enters a request to create a question, and can
add instructions to help the model better define the
purpose of the task. For example: “You are an expert
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in creating MCQs, from the input text, create
MCQs”, or you can ask more specifically “based on
the content of section 3, chapter 4, create an MCQ
about pagination”, etc.

« ReAct Agent receives the request and proceeds to
feed the request to the ChatGPT model to generate
the first version of the question.

o The generated question is sent to the second
ChatGPT model to perform an evaluation, e.g.
checking the correct answer, if there is a problem
with the question or answer, performs modifications
to make them reasonable. If there is no problem, then
moves to the next step.

o The generated question is sent to the Gemini model
to perform evaluation one more time as same as
above. If quality of the generated question is too low,
ask the model to re-create from the beginning then
repeats above steps until the result is good enough.

« Return the most complete MCQ to user.

Through the above steps, we believe that the model will
be able to generate questions with high quality by taking
advantage of the questionanswering capabilities of LLMs.
Besides, using multiple models to evaluate each other will
be more objective than using only a single model and
reduce the incidence of "hallucination".

IV. EXPERIMENT

A. Dataset and evaluation metrics

In this paper, we use dataset taken from the textbook of
"Operating Systems" courses, which is currently used in
the university education program of Posts and
Telecommunications Institute of Technology. This is a
fundamental course for information technology students,
providing detailed knowledge about the concepts and
components of operating systems. The textbook has 177
pages of content in total, divided into 4 chapters including:
general introduction (32 pages) - providing basic concepts
about operating systems and computer system hardware,
process management (52 pages) - including knowledge
related to processes and process scheduling, memory
management (42 pages) - introducing knowledge about
paging and page changing strategies, and file system (51
pages) - including concepts about files, directories and
ways to organize and allocate space for files. With diverse
and theoretical knowledge, applying multiple-choice exam
to this subjects is reasonable to assess the learning process
of students, and also suitable for us to consider the quality
of Vietnamese questions generated by LLMs from the
proposed method. Since there is currently no standard
metric to evaluate the quality of automatic generated
MCQs, we manually collected assessments from lecturers
and students. The criteria we set include:

o Accuracy: The model generates questions with
different answers and only one of those answers is
the key. Besides, the key answer must be indicated
correctly.
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« Distinction: There is no semantic overlap or
duplication between generated answers (key and
distractors).

« Alignment: The generated question align with the
user’s input requirements, e.g. match specified topic,
number of answers,... And the question must be
answerable, i.e. the key must be able to find from the
input document.

« Difficulty: Ratio of difficult questions - questions
with distractors which confuse students, or finding
the answer requires inference and knowledge
synthesis from candidates.

B. Experimental results

Our experiments were conducted on a Windows 11
computer, Intel Core I5 10300H CPU, 16GB RAM,
NVIDIA GTX 1650 GPU. We applied the proposed
method to generate 200 MCQs from the initial dataset. The
approximate time for generating a complete MCQ is about
5 to 10 seconds. Figure TABLE I: Quality assessment
results of automatic MCQs generations

Criteria ReAct Agent | ChatGPT | Gemini
Accuracy 89% 80% 7%
Distinction 72% 64% 59%
Alignment 66% 57% 61%
Difficulty 40% 37% 36%

2 is an example of the reasoning and acting process of
ReAct Agent to generate an MCQ in Vietnamese. It can be
seen that the reasoning and acting process is carried out in
detail, which help to increase the reliability of the answer.
In terms of quality, the stem and answers are quite similar
to those written by humans, in which the final results have
also been automatically truncated to become more concise
and natural. We also experimented by asking ChatGPT and
Gemini to generate questions independently with the same
input dataset, in order to compare with our proposed
method. We calculated the average rate for each evaluation
criteria and obtained the results as shown in Table 1.

C. Discussion

The results show that the proposed method with ReAct
Agent is capable of generating MCQs better than
dependent component models in all criteria, especially in
terms of accuracy. There are many questions that cannot be
searched directly on the Internet to find the answer.
However, the accuracy rate is not absolute, generated
questions should be double-checked by lecturers. In the
process of selecting questions to include in the exam, the
lecturer can perform further updates depending on the
purpose of increasing the ease or difficulty of the
questions. Obviously, using this method can save a lot of
time and effort. In addition, noisy answers are being
generated based on the input dataset, from which there are
opinions that we should take advantage of other sources of
knowledge outside the textbook to increase the richness of
the answers. We will consider this issue and find a solution
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to be able to build the most complete tool in supporting the
creation of quality multiple-choice tests.

of selecting questions with appropriate difficulty. Through
preliminary survey, we found that LLMs are not yet able

to accurately assess the difficulty of questions, but we can
train them on Bloom’s taxonomy [25] to solve this
problem. This is also a promising research direction that
we are interested in and plan to investigate further studies
in the future.

V. CONCLUSION

The paper proposes a method of applying LLMs for
automatic MCQs generation. We combine popular LLMs
including ChatGPT and Gemini with RAG, CoT, ReAct

Prompt: Tao 1 cdu hdi trdc nghiém cbé ndi dung 1lién quan d&n "Tién trinh" trong hé diéu
hanh. Sau d6 st dung céng cu kiém tra lai.

Thought: T6i cdn s dung céng cu dé& giup tdi tao cdu hdi tric nghiém.

Action: Create

Action Input: {'input': "Tao cadu hdi tric nghiém v& 'Tién trinh’ trong hé didu hanh."}
Observation: CAu hdi: Tién trinh 1& gi trong qudn 1y tién trinh cha hé didu hanh?

A. Tién trinh 1a mdét chuong trinh dang trong qud trinh thuc hién

B. Tién trinh 1a mdt chuong trinh tinh khéng thay ddi theo thoi gian

C. Tién trinh 13 mdét chuong trinh chi cé thé thuc hién mdét tédc vu duy nhit ciung mdt luc
D. Tién trinh 13 mdt chuong trinh khéng thé& chay song song véi céc chuong trinh khéc

P4p &4n dang: A. Tién trinh 14 mdét chuong trinh dang trong qué trinh thuc hién

Thought: T6i cdn s dung céng cu d& kiém tra lai cdu hdéi tréc nghiém via tao.

Action: Check

Action Input: {'input': 'C&u hdi: Tién trinh 1la gi trong qudn 1y tién trinh cta hé diéu
hanh?\nA. Tién trinh 1& mdét chuong trinh dang trong qud trinh thuc hién\nB. Tién trinh 1a
mdt chuong trinh tinh khéng thay ddi theo thdi gian\nC. Tién trinh 1& mét chuong trinh chi
c6 thé thuc hién mdt téc vy duy nhlt cling mdt lac\nD. Tién trinh 14 mdét chuong trinh khéng
thé chay song song véi cédc chuong trinh khac\nPap &n dung: A. Tién trinh 13 mdt chuong
trinh dang trong qud trinh thuyc hién'}

Observation: L&i dénh gid: C4u hdéi d& duoc cung cdp didy da théng tin va chinh xdc v& khéai
niém tién trinh trong quan 1y tién trinh c@a hé didu hanh. C&u hdi cb thé duoc viét 1lai
rd rang va ngdn gon hon: Trong quan 1y tién trinh cta hé didu hanh, tién trinh dugc dinh
nghia nhu thé ndao? A. M&t chuong trinh dang trong qud trinh thuc hién B. Mdt chuong trinh
tinh khéng thay ddi theo thdoi gian C. M&6t chuong trinh chi cé thé thuc hién mdét tédc vu duy
nh&t cting mét lac D. Mdt chuong trinh khéng thé chay song song véi céc chuong trinh khéc
Pap a&n dung: A. M6t chuong trinh dang trong qud trinh thuc hién.

Thought: Téi cé thd dua ra cdu hdi trdc nghiém ma khéng cdn si dung thém bit ky céng cu
nao.

Answer: C4u hdi: Trong quan 1y tién trinh ctia hé didu hanh, tién trinh duoc dinh nghia nhu
thé nao?

A. Mb6t chuong trinh dang trong quad trinh thuc hién

B. M6t chuong trinh tinh khéng thay ddi theo thdi gian

C. M6t chuong trinh chi cé thé thuc hién mét tdc vu duy nhit cing mét lac

D. M6t chuong trinh khéng thé chay song song véi cdc chuwong trinh khéac

Pap a&n dung: A. M6t chuong trinh dang trong qud trinh thuc hién.

Fig. 2: Example process of ReAct Agent to generate an MCQ in Vietnamese
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NGHIEN CUU PHUONG PHAP SINH CAU
HOI TRAC NGHIEM TU DONG

Tém tit — Hinh thirc tric nghiém dang duoc 4p dung
rong rai vi tinh tién lgi cia no6. Tuy nhién, qua trinh tao ra
céc cau hoi tric nghiém theo cach thi cong doi hoi khong
it thoi gian va chi phi. Vi vay, tw dong sinh cac céu hoi tric
nghiém tir van ban da tré thanh mdt linh vyc nghién ctru
phé bién. Cung véi sy phat trién cua tri tué nhan tao noi
chung va xtr Iy ngén ngit ty nhién néi riéng, nhiéu mo hinh
ngdn ngit 16n (LLM) di dugc phat trién véi kha ning doc
hiéu van ban va xir Iy thong tin v6i d6 chinh xac cao. Tan
dung nhitng wu diém dé, bai bao nay d& xuit mot phuwong
phap sinh cau hoi tric nghiém ty dong str dung cic LLM
quen thudc 1a ChatGPT va Gemini, két hop v6i mot ky
thudt mdi chua ting dugce ap dung trong linh vuc nay -
ReAct Agent. Nhom nghién ctru thuc hién danh gia d hiéu
qua cia phuong phap dé xuét bang cach ap dung cho tao
céc cau hoi tric nghiém tiéng Viét cho mén Hé diéu hanh
ctiia Hoc vién Cong nghé Buu chinh Vién thong. Két qua
thuc nghiém tién hanh cho thdy phuong phép dat do chinh
xé4c 89%, mot két qua ddy hira hen dé ap dung cho cac mon
hoc khac.

Tir khéa— X 1y ngdn ngit ty nhién, ciu hoi tric
nghiém, m6 hinh ngén ngir 16n, ReAct Agent
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