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Abstract: The human visual system plays an important 

role in perceiving information related to the surrounding 

environment. Because visual cues provide more data than 

auditory information, visual cues are more effective than 

auditory cues when it comes to perceiving the 

information. However, in the case of visually impaired 

people, the lack of visual information will limit them in 

identifying information and people around them. 

Therefore, along with medical treatment technology, 

technology supports visually impaired people when 

moving is being studied and becoming urgent. Realizing 

the high applicability of recognition technology with 

artificial intelligence in helping the visually impaired, in 

this article, we propose and develop a smart wearable 

device that recognizes faces for visually impaired people 

applying deep learning techniques. The device was 

deployed on a compact, flexible hardware platform with 

low cost to identify and announce the name of the person 

identified to the visually impaired person through the 

voice. The results of experiment and evaluation show that 

the proposed device is extremely versatile and has 

achieved remarkable accuracy of 99.3% in a practical 

environment. 

Keywords: IoT, Deep learning, Face detection, Face 

recognition, Convolution Neural Network. 

I. INTRODUCTION

Nowadays, according to the World Health
Organization, there are currently about 285 million people 
suffering from visual impairment worldwide [1]. Recent 
advances in modern technologies including Internet of 
things and artificial intelligence gradually enhance the 
intelligence of electronic devices to help simplify and 
make human life easier in a wide range of applications 
such as health care, education, finance, security and 
especially visually impaired person assistance [2, 3]. 
Many visually impaired people in the world are utilizing 
state-of-the-art technology to perform tasks in their daily 
lives. Such assistive technologies are commonly based on 
electronic devices equipped with sensors and processors 
capable of making “intelligent” decisions [4, 5]. 
Unfortunately, those critical assistive technologies are still 
out of reach for most of the visually impaired persons in 
developing countries like Vietnam where the number of 

blind and low-vision people (collectively referred to as the 
visually impaired persons) is more than two million while 
an estimated one-third of those have low incomes. Hence, 
development of low-cost and effective smart devices 
assisting visually impaired people is necessary.  

In order to support visually impaired individuals, 
research and application of face detection and recognition 
have been attracting worldwide attention. At present, the 
development of intelligent algorithms, as well as image 
recognition and processing methods, have been improved 
to an almost absolute level of accuracy [6-8]. Various 
methods have been implemented for selection of the 
optimal application related to face recognition and face 
detection. In general, they are separated into two main 
classes that are machine learning [8-10] and deep learning 
[11-15]. Deep learning has emerged as an alternative 
method for machine learning, due to no requirement of 
human knowledge-based feature extraction and feature 
selection while offering an automatically learning feature, 
which is absent in machine learning [11, 12]. The face 
recognition and face detection performance of several 
deep learning models has been shown in many scientific 
reports with significant results [16-17]. In [16], 
researchers from Google proposed a deep learning model 
called FaceNet, which is known as the state-of-the-art 
deep learning model for face recognition with significant 
accuracy. This model uses a deep neural network 
extracting face features and using triplet-loss technique 
for training. Besides, FaceBook also proposes a deep 
learning facial recognition system called DeepFace [17], it 
consists of a nine-layer deep neural network which 
involves more than 120 million parameters and locally 
connected layers without weight sharing. A simple 
method using face thermal images and convolutional 
neural network (CNN) for face recognition is proposed in 
[18-20]. Although many face recognition applications are 
available for smartphone, tablet, security system, car, … 
the number of face recognition enable assistive systems, 
especially visually impaired person supporting devices, 
are limited [4, 5], and the price of almost such smart 
devices is still relatively high. 

 In this paper, we develop a low cost and simple 
wearable smart device system that enables face 
recognition by using an effective intelligent algorithm for 
assisting visually impaired people. The system is built on 
a multi-purpose computer platform, i.e. Raspberry Pi 4B, 
with necessary hardware modules including camera and 
voice interaction, and a high accurate face recognition 
software module. The smart wearable device is able to 
recognize familiar faces and instantly and accurately 
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inform their name. The system detects the faces from the 
images captured by the camera, then crops and converts 
the original face images into the appropriate grayscale 
images to speed up the process of the deep learning model 
implemented in the system. We extract features from 
facial images into a vector embedding. This vector 
embedding is used to train the classifier with a machine 
learning algorithm and put on the smart wearable device. 
Experiments have been done under various practical 
conditions. The obtained results prove that our developed 
system works properly and it can provide high accuracy, 
saying up to 99.3% in good light condition and at least 
98.6% even in weak light condition. 

II. AI-BASED SMART WEARABLE DEVICE FOR
VISUALLY IMPAIRED PEOPLE

System Design 

 In this work, we target a small-scale, cost-effective, 
and highly accurate face recognizable smart wearable 
device using an intelligent algorithm for visually impaired 
people. In order to realize a low-cost and flexible device, 
we exploit multi-purpose hardware platforms, open-
source software and mature AI technologies. Figure 1 
shows the basic block diagram of our proposed smart 
wearable device. Our system is built with an open-source 
firmware, i.e. Raspbian [21], and a commercial 
off‐the‐shelf hardware, Raspberry pi 4 [22, 23, 24], and 
develop an intelligent algorithm to detect and recognize 
the familiar faces of the visually impaired person. 

Figure 1. Block diagram of the proposed system 

In figure 2, we illustrate the face recognition 
processing flow of our proposed smart wearable device. 

Figure 2. System flow of proposed smart device 

Hardware Construction 
Our developed device contains a Raspberry Pi Camera 

with 5 megapixels resolution and adjustable focus 
distance, a Raspberry Pi mini-computer, a headphone, and 
a power source. Raspberry Pi Camera captures a video 
frame and sends it to the main processor Raspberry Pi 4 
where face recognition is performed. Raspberry Pi also 
produces associated audio names of the people who are 
recognized and sends it to the blind via headphones. 

In our proposed smart device, we used a Raspberry Pi 
4 Model B [22, 23, 24] as the main processor. This mini 
computing platform has 2 Gb Ram, 1.5 GHz CPU, a WiFi 

port 2.4 GHz and 5.0 GHz in IEEE 802.11ac standard, 
one port Gbps Ethernet and four USB ports [23]. The 
Raspberry pi 4 was powered by a backup charger which 
can supply 5 voltage direct current in about 12 hours. 

Software Solution 

1) Data
In this article we collected portrait images from 5

people in our laboratory for training our model. The 
dataset contains variations in facial poses such as front, 
left, right in different conditions of light. The accessories 
as glasses, hats also are included in this dataset. Total 
1500 images had been used for training, validation and 
testing in our system. We collected 300 images for each 
person, which were then divided into 200 images for the 
training set, 70 images of the validation set, and 30 images 
of the test set. For image on training set, we were pre-
processing image by detect human face in image using 
MTCNN model [25], then crop and convert facial image 
into grayscale, after that feed into deep learning model for 
face recognition. 

2) Face detection method

In this paper, we used Multi-task Cascaded
Convolution Neural Networks (MTCNN) for face 
detection task. MTCNN is a neural network which is 
known with high accuracy in face detection and alignment 
on images. It consists of 3 neural networks connected in a 
cascade [25,26]. Figure 3,4 and 5 show architecture of 
three convolutional neural networks in the MTCNN 
model.  

In the first stage, a fully convolutional neural network 
is constructed called Proposal Network (P-Net). All 
candidate windows and their bounding box regression 
vectors are acquired. Then the bounding box vectors are 
used to calibrate the candidates. After That, a non-
maximum suppression (NMS) is used for merging highly 
overlapping candidates. [26] 

Figure.3 Structure of P-net 

Then, all candidates obtained from P-net are sent to 
another CNN model, called Refine Network (R-net). In 
this stage, R-net removes a large number of non-face 
windows, performs calibrations with bounding boxes and 
merge candidates via NMS. 

Figure 4. Structure of R-net 
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Finally, in the last stage the results from R-net are fed 
to Output Network (O-Net) which is an efficient CNN. 
This stage aims to optimize the result from R-net and out 
put five facial landmarks position and final bounding box. 

Figure 5. Structure of O-net 

MTCNN have three tasks of training: face 
classification, bounding box regression and facial 
landmark localization. Each task has its own loss function. 
In face classification task or you may know it as a two-
class classification problem, the cross-entropy loss is used 
for cost function. 

  (1) 

Where  is the probability that indicates sample 

being a face. The  is the ground truth label with 
two values {0,1}. 

In bounding box regression, the loss function uses 

Euclidean loss for each sample . For each sample we 

predict the offset between the candidate window and the 

nearest ground truth. 

 (2) 

Where  represents the regression target created by 

P-net and  is the ground-truth coordinate. Euclidean 
loss is also used in Facial landmark localization task 
which is formulated as a regression problem just like 
previous task and we minimize the loss function as: 

      (3) 

Finally, the overall loss function is shown in formula 

(4). 

   (4) 

Where N is the number of training examples and 
represent the task importance. 

( ) is used in R-net 

and P-net. ( ) is used 
in the output network O-net. The stochastic gradient 
descent is a useful method to train these CNNs. 

3) Data pre-processing
After detecting the face in image using MTCNN, we

crop the face image of the candidate and transfer it to a 
grayscale image for reduced dimension of input data then 
forward it to extract feature block which is shown in 
figure 6. This step is very important because reducing the 
dimension of the image which is represented in 3-D to 2-
D helps us reduce computational cost in the face 
recognition task. Then, we resize gray scale images to 
160x160 resolution to fit with input of FaceNet model in 
extract feature task. 

Figure 6. Face extraction 

4) Feature extraction

In our smart device, we use the FaceNet model to
extract some efficient features in the facial image of a 
candidate who is detected by the device. FaceNet is a deep 
neural network used for face recognition and it can be 
used as an embedding model for extracting features from 
an image of a person’s face. The core of FaceNet is based 
on 2 types of CNNs including Zeiler & Fergus 
architecture [27] and Inception model [28] architecture 
based on GoogLeNet. Table I, II show structure of two 
CNN models above. The two architectures different in the 
number of parameters used and Float Point Operations Per 
Second (FLOP). 

TABLE I. THE ZEILER & FERGUS NETWORK 

ARCHITECTURE 

TABLE II. THE NN2 INCEPTIONS ARCHITECTURE 
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In general, FaceNet is used for training face classifiers 
with triplet loss function but in this work, we use FaceNet 
as a face embedding. Each facial image after processed 
and converted to gray scale should be fed into FaceNet 
CNNs to get a 128-dimensions embedding vector which 
represents all the features extracted from the face. All the 
facial image embedding vectors are saved and used for 
training the classifier. 

Figure 7. FaceNet model structure [16] 

5) Classifier with Support Vector Machine

 Although, the FaceNet model is the state-of-the -art 
in face recognition, verification and clustering neural 
network with extreme high accuracy but the data set used 
in this model too large and almost facial images using are 
European and American so it needs to much 
computational cost for training and very low accuracy 
when we apply our data set into it. Alternatively, we apply 
Support Vector Machine (SVM) [29] algorithms for 
classifying facial images in this work.  

 SVM is one of the most popular machine learning 
algorithms for classification and it is not as complicated as 
deep learning [30]. Support vector machine aims to find 
the hyperplane that maximizes the distance between the 
support vector (the closest data points) and the hyperplane 
or hypothesis [31]. In other words, there is labeled 
training the algorithm produces an optimal hyperplane 
that categorizes new examples. In two dimensional 
spaces, this hyperplane is a line separating an airplane into 
two parts where in each class are located on both sides. 
The hyperplane is visualized in figure 8. 

Figure 8. SVM hyperplane 

 Originally, the SVM algorithm is used to solve some 
problems classified with only 2 classes, but it can not be 
solved for multi-classification. So, to implement SVM to 
multi-classification one of the basic methods called One-
Versus-All (1-v-A) has been proposed. In 1-v-A SVM, 
classification functions are constructed by classifying each 
class with all other classes [32]. Before doing this, the 
label of the sample class needs to be replaced by 1 and the 
labels of other classes replaced by -1. Suppose that you 
have n classes in your dataset. Then, there will be n 
classification needed to be constructed. In the process of 
classification, the classifier compares all classes, then 
which class has the largest result will be selected as a 
recognition class. The loss function of SVM is shown in 
formula below: 

 (5) 

where C is penalty parameter,  is sample feature 
vector, m is number of samples, n is number of features, 

 is weight of hypothesis. 

6) Text to speech
The smart device after recognizing the face of people

in the training dataset should be exported to audio by 
using a module in python3 named pyttsx3 for text-to-
speech conversion. This module can work offline and 
have multiple choice for language and accent based on 
region in many countries in the world. 

III. SIMULATION RESULTS AND DISCUSSION

After training our model and successfully building our
smart wearable device, we surveyed and evaluated the 
performance of the device in a normal environment with 
different light conditions. We use accuracy (AC) 
parameters to measure the person who is identified 
correctly. Figure 9 shows the prototype of the smart 
device. 

Figure 9. Prototype of the proposed smart device 

A. Performance evaluation

The developed smart wearable device needs to ensure
accurate face recognition and convey information about 
the person who is recognized via audio to the visually 
impaired. With the application of deep learning solutions 
and optimized classification algorithms, our device 
ensures high accuracy. Figure 10 shows that the classifier 
can recognize the human face with high accuracy up to 
99.3% in good light and 98.6% even though the device 
works in weak light condition. 

(a)
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(b) 

Figure 10. Face recognition feature of device in 
different light condition (a) In good light condition (b) In 

weak light condition 

 To investigate the actual capability of the device in 
different conditions, the research team has experienced the 
device in different light conditions including: 1) nature light 
condition (without sunshine and clouds), 2) in a room with weak 
light condition. Figure 11 describes the accuracy when the smart 
device recognizes face in two environment conditions above. 
The results show that the smart device can work well and 
identify with high accuracy within 140cm. Out of 140cm, the 
accuracy begins to gradually decrease. The reason for this 
decrease is currently the research team is using an embedded 
computer Raspberry Pi 4 with many hardware limitations and 
processing ability. Besides, the smart device uses a normal 
Raspberry pi camera with a low resolution of only 5 megapixels. 
Therefore, we can completely increase the distance identification 
by using a camera with better sensitivity. However, it is also 
important to be careful with the balance between performance 
and cost. 

Fig 11. Accuracy of smart device for face recognition in 
different light condition 

B. Discussion

In this work we collected data from only 5 individuals and
each person only 300 portrait images with a few poses with the 
same distance and light condition so it possibly reduces the final 
recognition performance of the smart device. In order to increase 
the performance of the device, in the next step, we will collect 
more data in different environments, distance, light conditions, 
and research more about pre-processing images before feeding it 
to the deep learning model. 

 The computation performance to extract features from 
people's faces which are detected from the camera also is a huge 
challenge. In this work we used a raspberry pi with many 
hardware limitations and processing ability so the smart device 
still worked a little bit slow. Furthermore, our camera used in 
this device had low resolution and working distance was not 

very good so it was hard to capture and detect the face of people 
from a long distance. 

IV. CONCLUSSIONS

The development of smart devices to support visually
impaired persons in particular and the disabled in general is 
considered an urgent issue. Smart devices will help visually 
impaired people better integrate into life, and be more 
autonomous with daily activities.  

 In this paper, we proposed and developed a smart wearable 
that supports face recognition using deep learning and machine 
learning classification algorithms, which can be applied in a lot 
of smart devices. This proposed device archives the great 
accuracy for face detection and face recognition when using 
FaceNet as a feature extractor and SVM algorithms used for 
classification. The proposed smart device aims to create a low-
cost device with multiple functions and high performance. It can 
be widely distributed to individuals and health organizations. 

 In the near future, we will continue to develop and 
improve the smart device’s functionality to make it more 
functional and more efficient. Besides, as we mentioned above, 
with being able to recognize faces using thermal images, now the 
research team is developing a device with face recognition using 
thermal images combined with body temperature measurement. 
We are also currently researching and developing the cash 
recognition function and will apply into our smart device soon. 
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THIẾT BỊ ĐEO THÔNG MINH DÀNH CHO 

NGƯỜI KHIẾM THỊ DỰA TRÊN THUẬT TOÁN 

THÔNG MINH 

Tóm tắt: Hệ thống thị giác của con người đóng một vai 

trò quan trọng trong việc nhận thức những thông tin liên 

quan tới môi trường xung quanh. Bởi vì các tín hiệu thị 

giác cung cấp nhiều dữ liệu hơn thông tin thính giác nên 

việc sử dụng những dấu hiệu thị giác hiệu quả hơn sử 

dụng nhưng tín hiệu thính giác để nhận thức thông tin. 

Tuy nhiên, trong trường hợp người khiếm thị thiếu thông 

tin trực quan sẽ hạn chế họ trong việc xác định thông tin 

và người thân của họ. Do đó, cùng với những công nghệ 

điều trị từ y tế, công nghệ hỗ trợ người khiếm thị khi di 

chuyển đang được nghiên cứu và trở nên cấp thiết. Nhận 

thấy khả năng ứng dụng cao của công nghệ nhận diện với 

trí tuệ nhân tạo đối với việc hỗ trợ người khiếm thị. 

Trong bài báo này chúng tôi nghiên cứu và phát triển một 

thiết bị đeo thông minh nhận dạng khuôn mặt cho người 

khiếm thị sử dụng kĩ thuật học sâu. Thiết bị được triển 

khai trên một nền tảng phần cứng gọn nhẹ và linh hoạt 

với chi phí thấp để nhận diện và thông báo tên người 

được phát hiện cho người đeo qua giọng nói. Kết quả thử 

nghiệm được khảo sát và đánh giá qua hiệu năng của 

thiết bị cho thấy thiết bị vô cùng linh hoạt và đạt độ chính 

xác xấp xỉ 99.3% trong môi trường thực tế.  

Từ khoá: Học sâu, phát hiện khuôn mặt, nhận diện 

khuôn mặt, mạng nơ-ron tích chập. 



Duc Long Vu, Duc-Hieu Nguyen, D. N. Phuong Phi and Hai-Chau Le 

Duc Long Vu is currently a 
B.E. student in Electronics and 
Telecommunications Engineeri
ng of Posts and 
Telecommunications Institute 
of Technology (PTIT) of 
Vietnam. His research 
interests include cloud 
computing and machine 
learning. 

Duc Hieu Nguyen is a B.E. 
student in Electronics and 
Telecommunications Engineeri
ng of Posts and 
Telecommunications Institute 
of Technology (PTIT) of 
Vietnam. His research 
interests include cloud 
computing and machine 
learning. 

D.N. Phuong Phi is a B.E.
student in Electronics and
Telecommunications Engineeri
ng of Posts and
Telecommunications Institute
of Technology (PTIT) of 
Vietnam. His research 
interests include IoT and 
network technologies. 

Hai-Chau Le received the B.E. 
degree in Electronics and 
Telecommunications Engineeri
ng from Posts and 
Telecommunications Institute 
of Technology (PTIT) of 
Vietnam in 2003, and the 
M.Eng. and D.Eng. degrees
in Electrical Engineering and
Computer Science from
Nagoya University of Japan in
2009 and 2012, respectively.
From 2012 to 2015, he was a
researcher in Nagoya
University of Japan and in
University of California, Davis,
USA. He is currently a lecturer
in Telecommunications Faculty
at PTIT. His research interests
include optical technologies,
network design and 
optimization and future 
network technologies. He is an 
IEEE member. 


