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Abstract—The Direction of Arrival plays an
important role in wireless communication systems with
many applications such as surveillance systems, radars,
automatic collision avoidance, and detection systems. It
is a critical signal processing problem, and various
methods have been developed to optimize its accuracy.
In this paper, the Long-short term memory network
model is used to estimate the direction of incoming
signals for the Uniform Circular Antenna array. The
performance of this method is evaluated based on the
RMSE parameter and compared with the MUSIC
algorithm in different cases such as the deviation of
incident angle of radiation sources, and signal-to-noise
ratio...
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[. INTRODUCTION

With the strong development of technology in the 4.0
era, artificial intelligence (Al) also has a big
development. They are commonly used in life such as
devices that can recognize faces, and voices,... or
medical devices which help doctors in the process of
treating and diagnosing diseases... Deep learning (DL),
which is a field of artificial intelligence, has been studied
and applied in many fields including the DOA [1] [2]
problem. For details, it is researched in improving the
accuracy and speed of DOA estimation. In practice, the
incoming sources are always random and not fixed, so
the use of classical algorithm such as MUSIC [3] when
assuming the number of incoming sources in advance
can lose the generality of the problem and gives
incorrect results. Besides, it is difficult to estimate DOA
with high resolution. For deep learning techniques, a
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sufficiently large dataset is put into 'training"”, so the
computer can learn and estimate the DOA value with
higher resolution and better accuracy. However, data
collection and real data processing are often quite
difficult, so in this paper, a simulation database is used
with different incident angles to the UCA [4] [5] antenna
array on the background of random noise. This database
is normalized by the data preprocessor and trained by the
LSTM (Long Short-Term Memory) network [6], so the
computer can estimate the arrival direction. Moreover,
the LSTM network is also combined with the Adam
optimal function [7], which significantly improves the
accuracy of the problem.

This paper is organized as follows. The received
signal model and LSTM network are presented in
Section 2. Section 3 analyzes the experiment results. The
evaluation and conclusion are shown in Section 4.

Il. MATERIALS AND METHODS
A. Received signal model.

This research utilizes the Uniform Circular Antenna
Array (UCA) with M elements. Each antenna element
works as an isotropic receiver. Figure 1 illustrates the
signals to the antenna system, assuming the signal lies in
the same azimuth plane as the antenna array.

Source
of
signal

Figure 1. UCA antenna array



DOA ESTIMATION METHOD USING UNIFORM CIRCULAR ANTENNA ARRAY BASED ON LSTM

Consider a problem with M equally spaced antenna
elements in a circle of fixed radius R and the arc length
between two adjacent antenna elements being d. The
coordinate of the mt" antenna is determined by:

2mm
Xn = Rcos (T), @
. (2mm
Ym = Rsin <7>, (2)
According to superposition principle, the signal

received of each antenna is the sum of K signals, each has
azimuth in turn of 6,, 6,,... 8,. The signal at the m™"
antenna element is:

Ym (£)
K —jﬂcos(e _211_m)
= Yk=1Sk()gme 2 KM+ E()
_2mR (01-22m) 3)
= Yo A(®)e 1 VRTM 4 £(0)
where A (t) = s (t)gm With s, (t) is the complex

amplitude of the k" source, gm is the gain factor of the
antenna, &,,(t) is the noise received at the m™" antenna
element of the array and m = 1,2, ..., M.

U is defined as a steering matrix of size M x K, with
the elements as follows:

Upp = e_j¥cos(9k_zn7m) (4)
then Eq.3 can be shortened as:
y(®) = UA@®) + £, ()

where y(t), A(t) and & (t) is defined as below:

y(®) = (), y.(0), ... yu(®]"

AW = [41(8), A5 (D), .., Ac(®O]" (6)

E) = [E(t), &), ...E O]

where |.|T is a transposed matrix.

The signals received at the antenna array will be
passed through a preprocessor. Therefore, the correlation
matrix of size M xM that shows these received signals
can be represented as bellow:

Ryx = E[)’(t)yH(f)] =Usu” + En )

where E[-] and [-]"are the expectation and the Hermitian
transpose, respectively. S and &, are correlation
matrices of size KxK for signal and noise as follows:
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S = E[s(®)s" (t)] ®)
En = E[n(t)n" (1] 9)

Moreover, Eq.7 can be rewritten as:
Rux = USU™ + 0255501 (10)

where I is an identity matrix of size M x M, ¢2,,,;c. IS
the noise power. The correlation matrix is also called
Hermitian matrix which is used as an input for the DOA
estimation models.

B. LSTM
1. LSTM networks (Long Short-Term Memory networks)

LSTM (Long Short-Term Memory) network is an
improved form of RNN (Recurrent neural network) [8],
it can solve the problem of remembering long steps of
RNN. The LSTM network has a carousel-like cell state.
The structure of an LSTM “cell™ is depicted in Figure 2.
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Figure 2. Structure of the LSTM module [8]

Specifically, in the t™ state of the LSTM model [8],
the classic LSTM module structure includes inputs: c;_q;
h._, — are the outputs in the (t-1)" state; and x,, where
x, is the input in the ¢t state of the model. Output
includes c;, h;, where ¢, is called cell state, h, is hiden
state at the t'" state.

Forget gate: f, = o (W * x, + Wy * hy_y + b)  (11)
Inputgate: i, = o(W; xx, + Wy xh,_; + b;)  (12)
Outputgate: o, = a(W, * x, + W, * hy_; +

b,) (13)
¢, = tanh (W, * x, + W, * hy_; + b.) (14)
€ = fe*Ceoq +icxE + b, (15)
h; = o, * tanh( ¢;) (16)

where 0 < f,i;, o, < 1; bs, by, b, are bias coefficients;
W is the weight matrix.

There are many LSTM network models in different
problems. In this paper, the LSTM network we use is
shown in Figure 3. Three layers of LSTM are used and
nodes are adjusted accordingly, thus helping to improve
accuracy compared to RNN models.
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Figure 3. LSTM model for DOA

2. Data preprocessing

To ensure the accuracy of the DOA problem, the
amount of training data will be quite large, so they will
be processed through the data preprocessor to reduce
bias. The output of the data preprocessor is the
Hermitian matrix R,, of size M x M as described in
equation (7). However, since the input of the LSTM
network must be real numbers, the matrix R,, will be
transformed into a matrix A [1] of size 2M x M which
consists of the real and imaginary parts of each element
in the matrix R,

(581 A1, 0 Ay
aza Az 0 Qyum
A= : : . : (7)
aama Gomz °° QoM

where a; ; with i <M is the real part and a; ; with M<i <
2M is the imaginary part.

According to the SVD method [9], the matrix A will
be analyzed as follows:

Asmxm = WZMXZMYZMXM(VMXM)T (18)

where W, V are orthogonal matrices, Y is a non-square
diagonal matrix whose diagonal elements are y1 > y2 >
...2yr>0=0=... =0 and r is the rank of matrix A.

Especially, based on the Truncated SVD method [9]
which is a form of SVD, the matrix A can be
approximated according to equation (19) by the sum of t
matrices of rank = 1 (with t <r) as follows:

A=A = Wth(Vt)T
(19)
= W1Y1V1T + Wz)’z”zT +-t WtytvtT

And then, the error is defined with the Frobineous
norm of the matrix as follows:

2
||A - At||p =it Vi° (20)

Substituting t = 0, we have:
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141l = 251 ® @)

Then, the percentage of information retained by the
matrix is approximated through the formula:

_ %:1 yi® (22)

T 2
j=1 Vi

So, if we want to remain about 90% information of
the original matrix A, we need to find the minimum
integer t that meets the condition as below:

t 3.2 23
;—1 ylz 2 09 ( )
j=1Yj

For this problem, to retain 90% of the information on
matrix A, t is equal to 2. Then the matrix A = A; which
has size 2M x 2 as follows:

At:

é1,1 é1,2
H H (24)

dam1  A2m2

Since M > t, M=3,4,5... Therefore, this is true for all
real UCA antenna systems. The matrix A, is then
transformed into vector X =[a;;...... aym2]" (25) as
input to the LSTM network where |.|T is the transpose
matrix.

3. Data Labeling

The input is defined as vector X (6, 6, ... 8¢ ), with
K is the number of arrival sources, corresponding to the
incoming signal sources at angle 6, , 8, ... 8 . Vector X
here is described by Eq.25

In this research, a labeling method called one hot
encoding with multiple labels is used to label the data.
[y(6:1,0, ... Ok )iaper is the corresponding label of the
incoming signals. With 241 outputs corresponding to the
incoming angles in the range [-120° + 120°] with a
jump of 1°, a formula is defined as follows:

TAP CHI KHOA HQC CONG NGHE THONG TIN VA TRUYEN THONG 6
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[y (04, ..., 0)iaber
B {1, at 0; withi =1,..,K (26)
- 0, otherwise

For example, with two incoming signals, the label
formwillbe[101...00].

Therefore, the output of the LSTM network
corresponding to the input X(6,, 6, ... 0x) isy(6;, 6,
e GK ).

4. MUSIC algorithm

MUSIC is a classical algorithm for estimating DOA.
For this method, the signal space is estimated using the
eigenvalues of the covariance matrix. The algorithm
consists of four main steps: find the covariance matrix,
calculate eigenvalues and eigenvectors, signal division
and calculate the spatial spectrum to get the DOA.

5. Evaluation parameters

To evaluate the accuracy of two methods, the LSTM
model and the MUSIC algorithm, two error functions
namely MSE and RMSE are researched and used.

a. MSE

To evaluate the model during training, the network
utilizes the mean square error function (MSE) which is
defined as:

n
1
MSE = = (i = 92 @7
i=1

b. RMSE

This study uses the root mean square error function
(RMSE) to evaluate the performance of the model and
algorithm:

K N
1 ~ N2
RMSE = |= > (6, = B (28)

k=1n=1

where K is the number of incident sources, N is the
number of trials, 6, and 9k,n in turn are the incident
angle of the k™ source and the estimated angle of the k™"
source at the n™" trial.

lll. SIMULATION RESULTS
A. Simulation parameters

During the simulation, a 10-element UCA antenna

array with d= 2 R= 52 and frequency f=2GHz is used.

2’ 2
Received signals should be a narrowband and
uncorrelated, simulated signal generated according to
equation (3) with signal-to-noise ratio SNR = 10dB,
snapshot = 400, number of incoming sources is K = 2
and the number of trials is N = 1000 to calculate the

value of the RMSE parameter.

The LSTM network used in this paper is shown in
Figure 3. The LSTM network is designed with 1 input
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layer, 3 LSTM layers, 3 fully-connected layers using the
Relu activation function, and the last output layer using
the linear activation function. The sizes of those layers
are shown in Table 1. Assuming that each incoming
signal is in the range [—-120°,120°] and the angular
resolution is 1°, So the number of nodes of the output
layer will be 241. The spatial spectrum is also calculated
with an angular resolution of 1°so, we have a total of
241 grids with 6, = =120, 8, = =119, ..., 0541 =
120.

Table 1. Number of nodes in each layer

Layer name Number of nodes
LSTM1 512
FC1 180
LSTM2 512
FC2 400
LSTM3 512
FC3 256
Output 241

In this paper, it is assumed that there are 2 incoming
signal sources and the angular difference between the
incoming sources is taken as Ay={2",4,...,20" }. The
DOA of the first signal @ is generated by sampling in the
range [—120°,120° — A], with a sampling step of 1°
then the DOA of the second signal will be 6 + A. The
jump between pairs of angles is explained as if the first
pair of angles is (—120°,—118") then the next pair will
be (—119°,—117"). Therefore, if the first incoming
source DOA is 20° with Ag= 10" it is easy to calculate
that the 2nd source DOA is 30°. These samples then is
used to compute the X vectors as input to the LSTM
network according to equation (25) with the
corresponding labels as equation (26) SNR of incoming
signals is 10dB. For the training process, the learning
rate is 0.001, the batch size is 1024 and the number of
epochs is 100. During the training process, the MSE loss
function is used to continuously update the parameters in
the network to the training results. In addition, the
network also uses the Adam optimization algorithm to
increase accuracy as well as optimize the training time.

B. Simulation results

This section presents the results of LSTM method in
various scenarios and then compares them with the
results of MUSIC method.

First, assuming that SNR = 10dB and the signal
sources are uncorrelated. When the difference between 2
incident angles is 10°, RMSE = 0.02 for LSTM
method while for MUSIC method, RMSE = 0.35.
However, when the 2 incident angles are very close with
A g = 2°, the LSTM method performs quite well with
RMSE = 0.05. In contrast, the MUSIC method cannot
give an accurate outcome because it can estimate only 1
incidence angle. Additional details are shown in Table 2
and Table 3.
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Figure 4. The signal spectrum of incident source with angular distance of 100 based on LSTM and MUSIC methods
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Figure 5. The signal spectrum of incident source with angular distance of 20 based on LSTM and MUSIC methods.

Table 2. The angles resolution of LSTM

(SNR = 10dB)

Ag | Input(degree) Output(degree) RMSE accurately though the difference between them is very

small.
2° 60 62 59.99 | 62.05 0.05 Next, the influence of a signal-to-noise ratio (SNR)
on the accuracy of both LSTM and MUSIC methods is
4 60 64 60 64.02 | 003 evaluated when the difference between 2 incident
sources is 10°. SNR is taken in 3 cases —3dB, 0dB, and
6 60 66 60 65.99 0.03 5dB with 50 samples. When SNR increases, LSTM
gives more accurate results. At SNR = —3dB, values of
0 the estimated angle pair and actual angle pair are
8 60 68 60 68.02 | 002 distinct. At SNR = 0dB the difference has significantly
5 reduced and at SNR = 5dB, these 2 values are
10 60 70 60 69.99 0.02 approximate. The results are shown in Figure 6, 7 and 8.

SNR=-3dB
= DOA1_real & DOA1_est = DOA2_real ® DOA2_est

Table 3. The angles resolution of MUSIC
(SNR = 10dB)

Ap | Input(degree) | Output (degree) Result

2° 60 62 | 60.66 X False

DOA [degree]

4° 60 64 X 63.67 False

6 60 66 | 60.66 | 65.68 True

8’ 60 68 | 59.66 | 67.68 True

Sample number

10° 60 70 59.66 | 69.69 True ) )
Figure 6. The actual and estimated DOA values of the two

signals of the LSTM method with SNR= -3 dB

From these result tables above, the LSTM method
provides better simulation results than the MUSIC
algorithms. The LSTM estimates incident angles more
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DOA ESTIMATION METHOD USING UNIFORM CIRCULAR ANTENNA ARRAY BASED ON LSTM

DOA [degree]
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SNR=0dB

= DOA1_real 4 DOA1_est = DOA2_real @ DOA2_ est

DOA [degree]

0 10 20 30 40 50

Sample number

Figure 7. The actual and estimated DOA
values of the two signals of the LSTM
method with SNR=0 dB

SNR=5dB

= DOA1_real 4 DOA1_est = DOA2_real @ DOAZ_est

H

Sample number

Figure 8. The actual and estimated DOA
values of the two signals of the
LSTM method with SNR=5 dB

ANGLE IN DEREE(60,70)
A4 [STM @ MUSIC

RMSE

SNR

Figure 9. Compare RMSE (degrees) of DOA algorithm
based on LSTM and MUSIC methods with
different SNR values

For further evaluation, an investigation is carried out
with pairs of incident angles at 60° and 70°, and SNR
values in range of [0dB + 10dB] with 1dB step. The
results are expressed in Figure 9.

From all the results above, the LSTM method shows
better results than MUSIC. Especially, RMSE ~ 0 when
SNR > 8dB.

Finally, an examination of the influence of snapshot
quantities on the accuracy of LSTM and MUSIC
algorithms is performed by using the angles pair at 60°
and 70°, and the snapshot in range of [10 = 100] with
step at 10. The simulation results are represented in
Figure 10.

4 LSTM @ MUSIC

RMSE

Snapshot

Figure 10. Compare RMSE (degrees) of LSTM and
MUSIC at an angle (60°,70°) with different
shapshots.

The above results demonstrate that the more
snapshots, the more accurate both methods become.
However, the LSTM method brings better outcomes
with minor RMSE errors when the snhapshot values are
from 10 to 100.

IV. CONCLUSION

This research uses an LSTM model to estimate the
incident wave direction for the UCA antenna array. The
model uses Adam optimization algorithm to increase the
accuracy and the MSE error function to adjust antenna
network parameters for the most accurate results. The
LSTM’s performance is compared to the MUSIC
algorithm’s using RMSE parameter, showing that the
LSTM network’ s results are better. However, despite
the high accuracy, the LSTM network is still quite
complex, so it needs to be optimized to reduce the
computational volume but still ensure accuracy. The
LSTM network also needs improvement to operate well
under lower SNR conditions or when there are more
than two incoming signal or the incoming signal are
correlated.
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PHUONG PHAP UGC TINH HUONG SONG TOI
SU DUNG DAN ANTEN UCA DUA TREN Ki
THUAT HQC SAU LSTM

Toém tdt: Udc lugng hudng séng téi (DOA) co vai
trd quan trong trong thoi dai cong nghé phét trién hién
nay vai cac g dung nhu : hé thdng giam sét, radar, cac
hé théng ty dong phat hién va tranh xung dot, hé anten
thong minh... P4y 1a bai toan rat quan trong va da duoc
phét trién bang nhiéu phuong phap khac nhau dé téi wu
do6 chinh xac. Trong nghién ctu nay, chung tdi st dung
mo hinh mang LSTM (Long-short term memory) dé uwéc
lwgng hudng sdng tGi cho mang anten tron (UCA). Hiéu
suit cua phuong phéap dugc danh gia qua tham s6 RMSE
va so sanh véi thuéat toan MUSIC trong cac truong hop
khac nhau nhu: do léch géc téi caa cac ngudn bic xa, ti
sb tin hiéu trén nhiu (SNR)...
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